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Academic Regulations 2013 for B. Tech. (Regular)

(Effective for the students admitted into I year from the Academic Year 2013-2014 and onwards)
1.
Award of B.Tech. Degree

A student will be declared eligible for the award of the B. Tech. Degree if he/she fulfills the following academic regulations.

(a)
Pursued a course of study for not less than four academic years and not more than eight academic years. 

(b)
Registered for 180 credits and he/she must secure total 180 credits. 

2. 
Students, who fail to complete their Four years Course of study within 8 years or fail to acquire the 180 Credits for the award of the degree within 8 academic years from the year of their admission, shall forfeit their seat in B. Tech course and their admission shall stand cancelled.

3. 
Courses of study

The following courses of study are offered at present for specialization in the B.Tech. Course.

	Sl. No.
	Branch Code-

Abbreviation
	Branch

	01
	01-CE
	Civil Engineering

	02
	02-EEE
	Electrical and Electronics Engineering

	03
	03-ME
	Mechanical Engineering

	04
	04-ECE
	Electronics and Communication Engineering

	05
	05-CSE
	Computer Science and Engineering

	06
	12-IT
	Information Technology


             And any other course as approved by the authorities of the University from time to time.
4.  
Credits (Semester system from I year onwards):
	Sl. No
	Course
	Credits

	1
	Theory Course
	02/03

	2
	Laboratory Course 
	02

	3
	Advanced Laboratory Course
	03

	3
	Self Study course/Internship
	01

	4
	Employability skills
	02

	5
	Project
	06


5. Evaluation Methodology:

          
The performance of a student in each semester shall be evaluated subject – wise with a maximum of 100 marks for theory course and 75 marks for laboratory and other courses. The project work shall be evaluated for 200 marks.
   5.1
Theory course:
            For theory courses the distribution shall be 30 marks for Internal Evaluation and 70 marks for the End - Examinations.

 
Out of 30 internal marks – 20 marks are assigned for descriptive exam, 5 marks for assignments and 5 marks for attendance.
   (i)   Pattern for Internal Midterm Examinations (20 marks):

           For theory courses of each semester there shall be 3 Midterm descriptive/objective exams. Each descriptive/objective exam consists of 120 minutes duration for 20 marks. The average of best two out of three Mid exams will be taken for the assessment for internal marks. 

The first Midterm examination to be conducted usually after 5 weeks of instruction, the second Midterm examination to be conducted usually after 11 weeks of instruction and the third Midterm examination will be conducted usually after 17 weeks of instruction.

Each Midterm question paper shall contain 4 questions; The student should answer all 4 questions. 

    (ii)   For theory courses, the marks for attendance are to be given as follows:

% of Attendance 

       Marks

< 75% 




0

75% to <80% 



1

80% to <85% 



2

85% to <90% 



3

90% to < 95% 


4

95% and above 


5

    (iii)
Pattern for External End Examinations (70 marks):

(a) There shall be an external examination in every theory course and consists of two parts    

(part-A  and part-B). The total time duration for this end examination is 3 hours.

           (b) Part-A shall have 10 marks , which is compulsory, it has 10 short questions with 1 mark 

               each (10x1=10). Two questions will be given from each unit.

           (c ) Part-B of the question paper shall have subjective type questions for 60 marks. There   

shall be two questions from each unit with internal choice. Each question carries 12 marks. Each course shall consist of 5 units of syllabus.  
  5.2    Laboratory Course: 

  (i) (a)For practical subjects there shall be continuous evaluation during the semester for 25 internal marks and 50 semester end examination marks. Out of the 25 marks for internal: day to day work 10, Record-5 and 10 marks to be awarded by conducting an internal laboratory test. The end examination shall be conducted by the teacher concerned and external examiner from outside the college.
       (b)  For the benefit of the students, two advanced labs are introduced in some specialized areas  

              in each B.Tech. Program.

  (ii.)
For the course having design and / or drawing, (such as Engineering Graphics, Engineering Drawing, Machine Drawing) and estimation, the distribution shall be 30 marks for internal evaluation  ( 15 marks for day – to – day work, and 15 marks for internal tests) and 70 marks for end examination. There shall be two internal tests in a Semester and the average of the two shall be considered for the award of marks for internal tests.

5.3
Project Work: 
          
Out of a total of 200 marks for the project work, 60 marks shall be for Project Internal Evaluation and 140 marks for the End Semester Examination. The End Semester Examination (Viva – Voce) shall be conducted by the committee. The committee consists of an external examiner, Head of the Department and Supervisor of the Project. The evaluation of project work shall be conducted at the end of the IV year. The Internal Evaluation shall be on the basis of two seminars given by each student on the topic of his project and evaluated by an internal committee.
5.4   Self Study course:

         Four Periods per week (which includes library, e-learning, Internet and presentation) are allotted for this course.  Self Study shall be evaluated for 75 Marks.


Out of 75 Marks, 25 marks for day-to-day evaluation and 50 marks on the basis of end examination conducted by internal committee consisting of Head of the Department, Two Senior faculty Members of the concerned department.  There shall be no external examination for self-study.
5.5 Audit Course: 
Audit course is one among the compulsory courses and does not carry any credits. The audit courses will start from the II year I- semester onwards. The list of audit courses is shown below: 

i)  Professional Ethics and Morals 

ii)   IPR & Patents

5.6 Employability Skills:

 Employability skills shall be evaluated for 75 marks, 25 marks for day-to-day evaluation and 50 marks on the basis of end (internal) examination.  There is no external examination for employability skills.

5.7 Internship:

            All the students shall undergo the internship period of 4 weeks and the students have an option of choosing their own industry which may be related to their respective branch.  A self study report for the internship shall be submitted and evaluated during the IV year II-Semester and will be evaluated for a total of 100 marks consists of 30 marks for internal assessment and 70 marks for end examination. 


Internal assessment for 25 marks shall be done by the internship supervisor.   Semester end examination for 50 marks shall be conducted by committee consists of Head of the Department, internal supervisor and an external examiner nominated by the Principal from Panel of experts recommended by HOD.

6. Attendance Requirements:
(i.)
 A student shall be eligible to appear for End Semester examinations, if he/she acquires a minimum of 75% of attendance in aggregate of all the subjects.

(ii.)
Condonation of shortage of attendance in aggregate up to 10% (65% and above and below 75%) in each semester for genuine reasons and shall be approved by a committee duly appointed by the college. The condonation approved or otherwise can be reviewed by the College academic committee.
(iii.)
A Student will not be promoted to the next semester unless he satisfies the attendance requirement of the present semester. They may seek re-admission for that semester when offered next.

(iv.)
Shortage of Attendance below 65% in aggregate shall in NO case be condoned.

(v.)
Students whose shortage of attendance is not condoned in any semester are not eligible to take their end examination of that class and their registration shall stand cancelled.

(vi.)
A fee stipulated by the college shall be payable towards condonation of shortage of attendance.

7. Minimum Academic Requirements: 

7.1 Conditions for pass and award of credits for a course:
a) A candidate shall be declared to have passed in individual course if he/she secures a minimum of 40% aggregate marks (Internal & Semester end examination marks put together), subject to a minimum of 35% marks in semester end examination.

b) On passing a course of a programme, the student shall earn assigned credits in that Course.

7.2 Method of Awarding Letter Grades and Grade Points for a Course.
A letter grade and grade points will be awarded to a student in each course based on his/her performance as per the grading system given below.

Table: Grading System for B.Tech. Programme

	Course
	Grade Points
	Letter Grade

	90-100%
	10
	S

	80-89%
	9
	A

	70-79%
	8
	B

	60-69%
	7
	C

	50-59%
	6
	D

	40-49%
	5
	E

	< 40%
	0
	F (Fail)


7.3 Calculation of Semester Grade Points Average (SGPA)* for semester
The performance of each student at the end of the each semester is indicated in terms of SGPA.  The SGPA is calculated as below:
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Where CR = Credits of a Course


 GP  = Grade points awarded for a course

 *SGPA is calculated for the candidates who passed all the courses in that semester.

7.4 Calculation of Cumulative Grade Points Average (CGPA) and Award of Division for Entire Programme.

The CGPA is calculated as below:
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Where CR = Credits of a course


GP = Grade points awarded for a course

Table: Award of Divisions

	CGPA
	DIVISION

	≥ 8
	First Class with distinction

	≥ 7 - < 8
	First Class

	≥ 6 - < 7
	Second Class

	≥ 5 - < 6
	Pass Class

	< 5
	Fail


7.5 Supplementary Examinations:

             Supplementary examinations will be conducted in every semester.

7.6 Conditions for Promotion:
(i.) A student will be promoted to second year, if he/she put up the minimum attendance requirement.

(ii.) A student shall be promoted from II to III year only if he fulfills the academic requirement of total 40% credits (if number credits is in fraction, it will be rounded off to lower digit) from regular and supplementary examinations of I year and II year examinations, irrespective of whether the candidate takes the examination or not.

(iii.) 
A student shall be promoted from III year to IV year only if he fulfills the academic requirements of total 40% credits (if number of credits is in fraction, it will be rounded off to lower digit) from regular and supplementary examinations of I Year, II Year and III Year examinations, irrespective of whether the candidate takes the examinations or not.

(iv.) 
A student shall register and put up minimum attendance in all 180 credits and earn all 180 credits. Marks obtained in 180 credits shall be considered for the calculation of percentage of marks.

8. Course pattern:
(i.)
The entire course of study is of four academic years and each year will have TWO Semesters (Total EIGHT Semesters).

(ii.) 
A student is eligible to appear for the end examination in a subject, but absent for it or  failed in the end examinations may appear for that subject’s supplementary examinations, when offered.

(iii.)
When a student is detained due to lack of credits / shortage of attendance, he may be re-admitted when the semester is offered after fulfillment of academic regulations. Whereas the academic regulations hold good with the regulations he/she first admitted.
9. Minimum Instruction Days:
The minimum instruction days for each semester shall be 95 clear instruction days.
10. There shall be no branch transfer after the completion of admission process.
11.  General:
(i.)
Where the words “he” “him” “his”, occur in the regulations, they include “she”, “her”, “hers”.

(ii.) 
The academic regulation should be read as a whole for the purpose of any interpretation.

(iii.)
In the case of any doubt or ambiguity in the interpretation of the above rules, the decision of the principal is final.

(iv.)
The College may change or amend the academic regulations or syllabi at any time and the    

changes or amendments made shall be applicable to all the students with effect from the dates notified by the college.
****
ADITYA INSTITUTE OF TECHNOLOGY AND MANAGEMENT: TEKKALI
SRIKAKULAM-532201, Andhra Pradesh (India)

Academic Regulations 2014 for B. Tech. (Lateral Entry Scheme)

(Effective for the students getting admitted into II year from the Academic Year 2014- 2015 and onwards)
1. Award of B. Tech. Degree
A student will be declared eligible for the award of the B. Tech. Degree if he / she fulfills the following academic regulations. 

(a.) Pursued a course of study for not less than three academic years and not more than six academic years. 

     (b.) 
Registered for 131 credits and must secure 131 credits. 
2.
Students, who fail to complete their three year Course of study within six years or fail to acquire the 131 Credits for the award of the degree within 6 academic years from the year of their admission, shall forfeit their seat in B. Tech course and their admission shall stand cancelled.
3. Promotion Rule:
(a.)
A lateral entry student will be promoted to II year to III year if he puts up the minimum required attendance in II year.

(b.)
A student shall be promoted from III year to IV year only if he fulfills the academic requirements of total 40% of credits (if number of credits is in fraction, it will be rounded off to lower digit) from the II Year and III Year examinations , whether the candidate takes the examinations or not.
4.  Minimum Academic Requirements: 

4.1 Conditions for pass and award of credits for a course:
a) A candidate shall be declared to have passed in individual course if he/she secures a minimum of 40% aggregate marks (Internal & Semester end examination marks put together), subject to a minimum of 35% marks in semester end examination.

b) On passing a course of a programme, the student shall earn assigned credits in that Course.

4.2 Method of Awarding Letter Grades and Grade Points for a Course.
A letter grade and grade points will be awarded to a student in each course based on his/her performance as per the grading system given below.

Table: Grading System for B.Tech. Programme

	Course
	Grade Points
	Letter Grade

	90-100%
	10
	S

	80-89%
	9
	A

	70-79%
	8
	B

	60-69%
	7
	C

	50-59%
	6
	D

	40-49%
	5
	E

	< 40%
	0
	F (Fail)


4.3 Calculation of Semester Grade Points Average (SGPA)* for semester
The performance of each student at the end of the each semester is indicated in terms of SGPA.  The SGPA is calculated as below:


[image: image4.wmf]ΣCR

GP)

Σ(CR

SGPA

´

=

  (for all courses passed in semester)

Where CR = Credits of a Course


 GP  = Grade points awarded for a course

 *SGPA is calculated for the candidates who passed all the courses in that semester.

4.4 Calculation of Cumulative Grade Points Average (CGPA) and Award of Division for Entire Programme.

The CGPA is calculated as below:
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Where CR = Credits of a course


GP = Grade points awarded for a course

Table: Award of Divisions

	CGPA
	DIVISION

	≥ 8
	First Class with distinction

	≥ 7 - < 8
	First Class

	≥ 6 - < 7
	Second Class

	≥ 5 - < 6
	Pass Class

	< 5
	Fail


5. All other regulations as applicable for B. Tech. Four- year degree course (Regular) will hold  good for B. Tech. (Lateral Entry Scheme)
DISCIPLINARY ACTION FOR MALPRACTICES / IMPROPER CONDUCT IN EXAMINATIONS
	
	Nature of Malpractices/Improper conduct
	Punishment

	1 (a)
	If the student possesses or keeps accessible in examination hall, any paper, note book, programmable    calculators,    Cell    phones, pager, palm computers or any other form of material  concerned with or related  to the subject    of   the    examination    (theory    or practical) in which he is appearing but has not made use of (material shall include any marks on the body of the student which can be used   as   an   aid   in   the   subject   of  the examination)
	Expulsion from the examination hall and cancellation of the performance in that subject only.



	(b)
	If the student gives assistance or guidance or receives it from any other student orally or by any other body language methods or communicates through cell phones with any student or students in or outside the exam hall in respect of any matter.
	Expulsion from the examination hall and cancellation of the performance in that subject only of all the students involved. In case of an outsider, he will be handed over to the police and a case is registered against him.

	2
	If the student has copied in the examination hall from any paper, book, programmable calculators, palm computers or any other form of material relevant to the subject of the examination (theory or practical) in which the student is appearing.
	Expulsion from the examination hall and cancellation of the performance in that subject and all other subjects the student has already appeared including practical examinations and project work and shall not be permitted to appear for the remaining examinations of the subjects of that Semester/year.



	3
	If  the   student   impersonates   any   other student in connection with the examination.
	The student who has impersonated shall be expelled from examination hall. The student is also debarred and forfeits the seat. The performance of the original student, who has been impersonated, shall be cancelled in all the subjects of the examination (including practicals and project work) already appeared and shall not be allowed to appear for examinations of the remaining subjects of that semester/year. The student is also debarred for two consecutive semesters from class work and all semester end examinations. The continuation of the course by the student is subject to the academic regulations in connection with forfeiture of seat. If the imposter is an outsider, he will be handed over to the police and a case is registered against him.

	4
	If the student smuggles in the Answer book or additional sheet or takes out or arranges to send   out   the   question   paper   during   the examination or answer book or additional sheet, during or after the examination.
	Expulsion from the examination hall and cancellation of performance in that subject and all the other subjects the student has already appeared including practical examinations and project work and shall not be permitted for the remaining examinations of the subjects of that semester/year. The student is also debarred for two consecutive semesters from class work and all semester end examinations. The continuation of the course by the student is subject to the academic regulations in connection with forfeiture of seat.


	5
	If the student uses objectionable, abusive or offensive language in the answer paper or in letters to the examiners or writes to the examiner requesting him to award pass marks.
	Cancellation of the performance in that subject.

	6
	If the student refuses to obey the orders of the      Chief Superintendent/Assistant  -Superintendent   /   any   officer   on   duty   or misbehaves or creates disturbance of any kind in   and   around   the   examination   hall   or organizes a walk out or instigates others to walk out, or threatens the officer-in charge or any   person   on   duty   in   or   outside   the examination hall of any injury to his person or to any of his relations whether by words, either spoken or written or by signs or by visible representation, assaults the officer-in-charge, or any person on duty in or outside the examination hall or any of his relations, or indulges in any other act of misconduct or mischief   which   result   in   damage   to   or destruction of property in the examination hall or any part of the College campus or engages in any other act which in the opinion of the officer on  duty  amounts  to  use  of unfair means or misconduct or has the tendency to disrupt the orderly conduct  of    the examination.
	In case of students of the college, they shall be expelled from examination halls and cancellation of their performance in that subject and all other subjects the candidate(s) has (have) already appeared and shall not be permitted to appear for the remaining examinations of the subjects of that semester/year. The students also are debarred and forfeit their seats. In case of outsiders, they will be handed over to the police and a police case is registered against them.

	7
	If the student leaves the exam hall taking away answer script or intentionally tears off the script or any part thereof inside or outside the examination hall.
	Expulsion from the examination hall and cancellation of performance in that subject and all the other subjects the student has already appeared including practical examinations and project work and shall not be permitted for the remaining examinations of the subjects of that semester/year. The student is also debarred for two consecutive semesters from class work and all University examinations. The continuation of the course by the candidate is subject to the academic regulations in connection with forfeiture of seat.

	8
	If the student possesses any lethal weapon or firearm in the examination hall.
	Expulsion from the examination hall and cancellation of the performance in that subject and all other subjects the student has already appeared including practical examinations and project work and shall not be permitted for the remaining examinations of the subjects of that semester/year. The student is also debarred and forfeits the seat.

	9
	If student of the  college,   who   is  not  a candidate for the particular examination or any person not connected with the college indulges   in   any malpractice or improper conduct mentioned in clause 6 to 8.
	Student of the college, expulsion from the examination hall and cancellation of the performance in that subject and all other subjects the student has already appeared including practical examinations and project work and shall not be permitted for the remaining examinations of the subjects of that semester/year. The candidate is also debarred and forfeits the seat.    Person(s) who do not belong to the College will be handed over to police and. a police case will be registered against them.

	10
	If the student comes in a drunken condition to the examination hall.
	Expulsion from the examination hall and cancellation of the performance in that subject and all other subjects the student has already appeared including practical examinations and project work and shall not be permitted for the remaining examinations of the subjects of that semester/year.

	11
	Copying detected on the basis of internal evidence, such as, during valuation or during special scrutiny.
	Cancellation of the performance in that subject and all other subjects the student has appeared including practical examinations and project work of that semester/year examinations.


DEPARTMENT OF INFORMATION TECHNOLOGY
B.TECH COURSE STRUCTURE

II YEAR   I SEMESTER
	S.No.
	CODE
	Subject
	L
	T
	P
	Credits
	Marks
	Total

	
	
	
	
	
	
	
	Int.

	Ext.
	

	1
	13BS2006
	Probability and Statistics
	3
	1
	-
	3
	30
	70
	100

	2
	13CS2003
	Math. Foundations of Computer Science
	3
	1
	-
	3
	30
	70
	100

	3
	13CS2004
	Advanced Data Structures 
	3
	1
	-
	3
	30
	70
	100

	4
	13EC2006
	Digital Logic Design
	3
	1
	-
	3
	30
	70
	100

	5
	13EE2003
	Electrical & Electronics Engineering
	3
	1
	-
	3
	30
	70
	100

	6
	13CS2104
	Advanced Data Structures Lab
	-
	-
	3
	2
	25
	50
	75

	7
	13EC2104
	Digital Logic Design Lab
	-
	-
	3
	2
	25
	50
	75

	8
	13EE2103
	Electrical & Electronics Lab
	-
	-
	3
	2
	25
	50
	75

	9
	13HS2102
	Adv. English Lang. Comm. Skills Lab
	-
	-
	3
	2
	25
	50
	75

	10
	13CS2201
	Self Study Course –I*
	-
	-
	-
	1
	75
	-
	75

	
	
	TOTAL  
	15
	5
	12
	24
	325
	550
	875


II YEAR   II SEMESTER
	S.No
	Code
	Subject
	L
	T
	P
	C
	Marks
	Total

	
	
	
	
	
	
	
	Int.
	Ext.
	

	1
	13CS2005
	Software Engineering
	3
	1
	-
	3
	30
	70
	100

	2
	13CS2006
	Object Oriented Programming 
	3
	1
	-
	3
	30
	70
	100

	3
	13CS2007
	Database Management Systems
	3
	1
	-
	3
	30
	70
	100

	4
	13CS2008
	Computer Organization and Architecture
	3
	1
	-
	3
	30
	70
	100

	5
	13CS2009
	Formal Languages & Automata Theory
	3
	1
	-
	3
	30
	70
	100

	6
	13CS2010
	Principles of Programming Languages
	3
	1
	-
	3
	30
	70
	100

	7
	13CS2105
	Object Oriented Programming Lab
	-
	-
	3
	2
	25
	50
	75

	8
	13CS2106
	Database Management Systems Lab
	-
	-
	3
	2
	25
	50
	75

	9
	13HS2201
	Professional Ethics & Morals
	2
	-
	-
	
	
	
	

	
	 
	 Total 
	20
	6
	6
	22
	230
	520
	750


III YEAR I SEMESTER

	S.

No
	Subject Code
	Subject
	L
	T
	P
	C
	Marks
	Total

	
	
	
	
	
	
	
	Int.


	Ext.
	

	1
	13HS3006
	Industrial Management Science
	3
	1
	-
	3
	30
	70
	100

	2
	13CS3011
	Compiler Design
	3
	1
	-
	3
	30
	70
	100

	3
	13CS3014
	Operating System
	3
	1
	-
	3
	30
	70
	100

	4
	13IT3001
	Computer Graphics
	3
	1
	-
	3
	30
	70
	100

	5
	13EC3019
	Microprocessors and Micro Controllers
	3
	1
	-
	3
	30
	70
	100

	6
	13CS3107
	Compiler Design  Lab
	-
	-
	3
	2
	25
	50
	75

	7
	13CS3108
	Operating Systems   Lab
	-
	-
	3
	2
	25
	50
	75

	8
	13EC3109
	Microprocessors and Microcontrollers Lab
	-
	-
	3
	2
	25
	50
	75

	9
	13HS3202
	IPR and Patents
	2
	-
	-
	
	
	
	

	
	17
	5
	9
	21
	225
	500
	725


III YEAR II SEMESTER

	S.

No
	Subject Code
	Subject
	L
	T
	P
	C
	Marks
	Total

	
	
	
	
	
	
	
	Int.


	Ext.
	

	1
	13IT3002
	Computer Networks
	3
	1
	-
	3
	30
	70
	100

	2
	13IT3003
	Object Oriented Analysis & Design
	3
	1
	-
	3
	30
	70
	100

	3
	13IT3004
	Design and Analysis of Algorithms
	3
	1
	-
	3
	30
	70
	100

	4
	13CS3015
	Data Warehousing and Data Mining
	3
	1
	-
	3
	30
	70
	100

	5
	13CS3016
	Web Technologies
	3
	1
	-
	3
	30
	70
	100

	6
	Elective-I
	3
	1
	-
	3
	30
	70
	100

	
	13IT3005
	i) Artificial Intelligence
	
	
	
	
	
	
	

	
	13IT3006
	ii)Image Processing
	
	
	
	
	
	
	

	
	13IT3007
	iii)E-COMMERCE
	
	
	
	
	
	
	

	
	13IT3008
	iv) Human Computer Interaction
	
	
	
	
	
	
	

	7
	13IT3101
	Computer Networks & Case Tools Lab
	-
	-
	3
	2
	25
	50
	75

	8
	13CS3110
	Web Technologies lab
	-
	-
	4
	3
	25
	50
	75

	9
	13IT3202
	Self Study course-II *


	-
	-
	-
	1
	75
	-
	75

	
	22
	6
	7
	24
	305
	520
	825


* 4 periods which include library, e-learning, internet and presentation

B.Tech (Information Technology)
PROBABILITY AND STATISTICS

(Common to CSE and IT)

Credits: 3 









External Marks: 70

Subject Code: 13BS2006







Internal Marks: 30

II Year I Semester
___________________________________________________________________________________









COURSE OBJECTIVES:
· Understand the concepts of probability, random variables and their distributions, in particular the binomial distribution and normal distributions.
· Understand the concepts of estimation (confidence intervals) and hypothesis testing for population averages and percentages
· Use appropriate tabular and graphical formats for displaying univariate (bivariate) data sets and carry out correlation, regression and chi-square analyses.

· Design and perform hypothesis tests and other evaluative tests

· Analyze a problem in which you are able to apply at least 3 different topics from this class.

· To learn queuing models and pure birth and death process.

COURSE OUTCOMES:
· Understand the principles of hypothesis testing; apply a range of statistical tests.

· Use a statistical package, both for numerical work and to help analyze data.

· Construct the probability distribution of a random variable, based on a real-world situation, and use it to compute expectation and variance.

· Compute probabilities based on practical situations using the binomial and normal         distributions.

· Use the normal distribution to test statistical hypotheses and to compute confidence intervals.

· Applying queuing models in our day to day life.

UNIT I :

Probability:  Sample space and events – Probability – The axioms of probability - Some elementary theorems - Conditional probability – Baye’s theorem. Random variables and their properties: Discrete Random variable, Continuous Random variable, Probability Distribution their properties, Mathematical expectations, probability generating functions. 


    

UNIT II :

Probability Distributions: Binomial, Poisson, Exponential distributions and their properties (Definition, mean, variance, moment generating function and its properties, fitting a distribution) Normal distribution and their properties. 

Sampling distribution: Populations and samples - Sampling distributions of mean (known) proportions, sums and differences. 






   

 UNIT III :

Test of Hypothesis : Type I and Type II errors. One tail, two-tail tests -Tests of significance - Means and proportions – Hypothesis concerning one and two means – Student’s t-test, F-test, χ 2 test.  ANOVA – One way and Two way classification.



    

UNIT - IV :

Statistical Quality Control, Correlation and Regression: The method of least squares – Inferences based on the least squares estimation – linear and curvilinear regression – correlation for univariate and bivariate distributions. Statistical Quality Control Methods for variable and attribute charts (x-bar, R, p, np charts). 

    

UNIT-V:
Queuing theory: Queue description, characteristics of a queuing model, study state solutions of M/M/1 Models (finite and infinite population). 






      

TEXT BOOKS: 

1. S.P Gupta and V.K Kapoor, Fundemental of Mathematical Statistics, S.Chand Publications

2. Miller and John E.Freund, Probability and statistics for engineers, Prentice Hall of India.  

3. Dr. T. K.V.Iyengar, Dr. B. Krishna Gandhi, S.  Ranganatham, Dr. M.V.S.N. Prasad,  

Probability and Statistics, S. Chand Publications.

4. Probability and Statistics, D. K. Murugeson & P. Guru Swamy, Anuradha Publishers.

REFERENCE BOOKS:

1. S.P Gupta and V.K Kapoor, Fundemental of Applied Statistics, S.Chand Publications.

2. Probability, Statistics and Random processes. T. Veerrajan, Tata Mc.Graw Hill, India.

3. Probability, Statistics and Queuing theory applications for Computer Sciences 2 ed, Trivedi, John Wiley.

B.Tech (Information Technology)

MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE

Credits: 3









External Marks: 70

Subject code: 
13CS2003







Internal Marks: 30

II Year I Semester 

___________________________________________________________________________________
COURSE OBJECTIVES:
Students are expected to learn: 

· The syntax and semantics of propositional and predicate logic.

· How basic concepts in Algebra can be applied in computer science.

· Proof techniques such as Mathematical Induction and Contradiction, these techniques will come in handy for courses such as Analysis of Algorithms and Automata Theory.

· Understanding of Number Theory will help in Cryptanalysis.

COURSE OUTCOMES:
Upon successful completion of this course, students will be able to:

· Distinguish between Propositional Logic and First Order Logic.

· Know how to check if a proposition is satisfiable.

· Apply induction and other proof techniques towards solving recurrences and other problems in elementary algebra.

· Understand some basic properties of graphs and related discrete structures, and be able to relate these to practical examples.

UNIT I 

Mathematical logic: Propositional calculus: statements and notations, connectives, Truth tables, Tautologies, Equivalence of formulas, Tautological implications, Normal forms, Theory of inference for statement calculus.

Predicate Calculus: predicate logic, statement functions, variables and quantifiers, free and bound variables.

UNIT II 

Number Theory: Properties of integers, Division Theorem, The greatest Common Divisor, Euclidean Algorithm, Least Common Multiple, Testing Prime numbers, The Fundamental Theorem of Arithmetic (Fermat’s Theorem and Euler’s Theorem).
Mathematical induction– Principle of Mathematical Induction, Exercises.

 UNIT III 

Graph Theory : Basic Concepts of Graphs, Matrix representation of graphs: Adjacency Matrices, Incidence Matrices, Isomorphic Graphs, Paths and Circuits, Eulerain graphs, Planar Graphs, Graph coloring, spanning trees.  
UNIT IV 

Algebraic Structures: 

Algebraic systems – Semi groups and monoids, Homomorphism of Semi group and Monoids, Groups, Cosets.

Partial ordering – Posets – Lattices as Posets

UNIT V 

Recurrence Relations : Generating Function of Sequences, Partial Fractions, Calculating coefficient of Generating Functions recurrence relations. Formulation as Recurrence relations, solving Linear homogeneous recurrence relations by substitution.   
TEXT BOOKS:

1. Trembly J.P. and Manohar R, “Discrete Mathematical Structures with Applications to Computer Science”, Tata McGraw–Hill Pub. Co. Ltd, New Delhi, 30th Re-print (2007).

2. Discrete Mathematics for Computer Scientists & Mathematicians, 2/e Mott, Kandel, Baker, PHI

REFERENCE BOOKS:

1. Kenneth H.Rosen, “Discrete Mathematics and its Applications”, 6th Edition, Special Indian edition , Tata McGraw – Hill Pub. Co. Ltd., New Delhi, (2007).

2. Ralph. P. Grimaldi, “Discrete and Combinatorial Mathematics: An Applied Introduction”, Fourth Edition, Pearson Education Asia, Delhi, (2002).

3. Thomas Koshy, ”Discrete Mathematics with Applications”, Elsevier Publications, (2006).

4.. Seymour Lipschutz and Mark Lipson, ”Discrete Mathematics”, Schaum’s Outlines, Tata McGraw – Hill Pub. Co. Ltd., New Delhi, 2007,Second edition, Fifth reprint.
B.Tech (Information Technology)
ADVANCED DATA STRUCTURES

Credits: 3 









External Marks: 70

Subject Code: 13CS2004







Internal Marks: 30

II Year I Semester
___________________________________________________________________________________
COURSE OBJECTIVES :
The objective of this course is to teach students various data structures and to explain them algorithms for performing various operations on these data structures. More specifically the students will able to

· Understand the role of key preprocessing algorithms in hashed data structures.
· Identify various memory models to represent static and dynamic Hashed structures.

· Study how to balance a Binary Search trees and 2-3 and so on other Trees

· Distinguishes various graph algorithms and techniques for finding minimum path.

· Generalize the binomial heap and binary heap using special tree structures by combining each other.

· Understand the mapping of real-world problems to algorithmic solutions.
· Know the fact that there is  no need to provide a hash function or to change hash functions as more keys are added to a trie.
COURSE OUTCOMES :
· Implement a fully encapsulated perfect and non perfect hashed structure accessed in the key field mode.

· Implementation of hash tables, including collision avoidance and resolution schemes.
· Analyze how to balance a binary search tree using rotation methods and color changing methods

· Solve problems using graph algorithms, including single-source and all-pairs shortest paths, and minimum spanning tree algorithms.
· Relates all binary heap trees to form a large binomial queue for large data structures creation.

· Generates new searching algorithms for websites to match the specified string, numeric or both in an application.

· Reconstructs such applications that take the advantage of a trie's ability to quickly search for, insert, and delete entries into the dictionary.
UNIT I:

Dictionaries –Sets, Hash tables representation, hash functions (Division Method, Multiplication Method, Universal Hashing), collision resolution-separate chaining, open addressing-linear probing, quadratic probing, double hashing, rehashing. Skip lists and analysis of Skip List.

UNIT II:
Balanced Trees: AVL Trees- Maximum Height of an AVL Tree, Insertions and Deletions, Splay trees,  2-3 trees, 2-3-4 trees, Red-black trees Insertion, Deletion.
UNIT III:  

Graph algorithms: Minimum-Cost Spanning Trees- Prim's Algorithm, Kruskal'sAlgorithm

Shortest Path Algorithms: Dijkstra's Algorithm, All Pairs Shortest Paths Problem: Floyd’s Algorithm, Wars hall’s Algorithm,

UNIT-IV: 

Priority Queues: Binary Heaps: Implementation of Insert and Delete min, Creating Heap.

Binomial Queues: Binomial Queue Operations, Binomial Amortized Analysis, Lazy Binomial

Queues.

UNIT V: 

Text Processing: Pattern matching algorithms-Brute force, the Boyer Moore algorithm, the Knuth-Morris-Pratt algorithm. 

Tries:  Definition and concepts of digital search tree, Binary trie, Patricia, Multi-way trie.

TEXT BOOKS :
1. Data structures, Algorithms and Applications in C++, S.Sahni, University Press (India) Pvt.Ltd, 2nd edition, Universities Press Orient Longman Pvt. Ltd.
2. Data structures and Algorithms in C++, Michael T.Goodrich, R.Tamassia and .Mount, Wiley student edition, John Wiley and Sons.

REFERENCE BOOKS :
1. Data structures and Algorithm Analysis in C++, Mark Allen Weiss, Pearson Education. Ltd., Second Edition.
2. Data structures and algorithms in C++, 3rd Edition, Adam Drozdek, Thomson
3. Data structures using C and C++, Langsam, Augenstein and Tanenbaum, PHI.
4. Problem solving with C++, The OOP, Fourth edition, W.Savitch, Pearson education.

 B.Tech (Information Technology)

DIGITAL LOGIC DESIGN

(Common to CSE and IT)
Credits: 3









External marks: 70

Subject code: 13EC2006







Internal marks: 30 

II Year I Semester

___________________________________________________________________________________
COURSE OBJECTIVES:
The course is designed with the objective to:
· Make the students acquire the knowledge about simplifying the circuits by different methods.
· Let them learn different sequential circuits.

· Develop analyzing memory devices.
· Make them go through different types of design tools
COURSE OUTCOMES:
After the successful completion of this course, students will be able to:

· Design and use various circuits in various applications such as IC’s, memory devices.
· Understand the basics and applications of VLSI technology and microprocessors etc.
UNIT  I  

Number Systems:


Binary, Octal, Decimal, Hexadecimal Number Systems. Conversion Of Numbers from One Radix to another Radix , r’s Complement and (r-1)’s Complement Subtraction Of Unsigned Numbers, Problems, Signed Binary Numbers, Weighted and Non-weighted codes

Logic Gates and Boolean Algebra:

Basic Gates: NOT, AND, OR, Boolean Theorems, Universal Gates, Ex-OR and Ex-NOR Gates, Compliment  and dual of logic functions.  Minimizations Of Logic Functions, Multilevel Realization Of Logic Functions. Parity Checking, Generating Circuits. Introduction to Verilog HDL and Verilog programming for minimized logic functions.

UNIT II

Gate-Level Minimization: Karnaugh Map Method (K-Map): Minimization Of Boolean Functions upto four variables, POS and SOP Simplifications with don’t care conditions using K map

Combinational Arithmetic Logic Circuits: Design Of Half Adder, Full Adder, Half Subtractor, Full Subtractor, Ripple Adders and Subtractors, Ripple Adder/Subtractor Using Ones and Twos Complement Method. Serial Adder, Carry Look Ahead Adder, Binary Multiplier. 

UNIT III

Combinational Logic Circuits: Design of Decoders, Encoders, Multiplexers, Demultiplexers, Higher Order Demultiplexers and Multiplexers, Realization Of Boolean Functions Using Decoders and Multiplexers, Priority Encoders, Code Converters, Magnitude Comparator. 
UNIT IV

Programmable Logic Devices: PLA, PAL, PROM. Realization of Switching Functions Using PROM, PAL and PLA. Comparison of PLA, PAL and  PROM. Programming Tables of  PLA, PAL and PROM.

UNIT V

Introduction to Sequential Logic Circuits:

Classification, Basic Sequential Logic Circuits: Latch and Flip-Flop, RS- Latch. RS, JK, T and D Flip flops, truth tables & excitation tables. Conversion of Flip Flops. Flip Flops with Asynchronous Inputs (Preset and Clear). 

Registers and Counters:

Design of Registers, Buffer Register, Control Buffer Registers, Bidirectional Shift Registers, Universal Shift Register, Design of Ripple Counters, Synchronous Counters and Variable Modulus Counters, Ring Counter, Johnson Counter. 

TEXT BOOKS:

1. Digital Design ,4/e, M.Morris Mano, Michael D  Ciletti, PEA

2. Fundamentals of Logic Design, 5/e, Roth, Cengage

REFERENCE BOOKS:

1. Switching and Finite Automata Theory,3/e,Kohavi, Jha, Cambridge.

2. Digital Logic Design, Leach, Malvino, Saha,TMH

3. Verilog HDL primer, Jaya Bhaskar, PEA

B.Tech (Information Technology )

ELECTRICAL AND ELECTRONICS ENGINEERING

(Common to CSE and IT)

Credits : 3 









External Marks : 70

Subject Code: 13EE2003







Internal Marks : 30

II Year I Semester
___________________________________________________________________________________
COURSE OBJECTIVES: 

The course is designed with the objective to provide students:
· Basic practical knowledge of electric devices and components.

· Knowledge about DC and AC machines.

· Knowledge about Instruments.

· Knowledge about the characteristics of devices like PN junction diode.

COURSE OUTCOMES:

Students are expected to:

· Learn the physical recognition of different electrical components like Resistances, Inductances, 
Capacitances and their ratings.

· Have learnt the verifications of basic laws of electric circuits like Ohm’s law and Kirchhoff’s laws.

· Connect electric circuits, and able to use electric instruments to perform experiments.

· Have learnt about DC and AC machines.

· Have good practical knowledge of electric and electronic circuits, components. 

UNIT-I 
ELECTRICAL CIRCUITS: Basic definitions, Types of elements, Ohm’s Law, elements R, Land C and their V-I relationships & symbols, Resistive networks, Kirchhoff’s Laws, Inductive networks, Capacitive networks, Series, Parallel circuits and Star-delta and delta-star transformations, simple problems. 
UNIT II 
DC MACHINES : Principle of operation of DC Generator, construction, emf equation, types & characteristics of DC generators, Principle of operation of DC motor, types, torque equation, characteristics losses, efficiency, testing of DC motors, applications, three point starter.
UNIT III 
TRANSFORMERS & AC MACHINES: Principle of operation of single phase transformers, emf equation, losses, efficiency and regulation. Principle of operation of alternator, emf equation, regulation by synchronous impedance method. Principle of operation of induction motor, slip, torque characteristics, applications.

UNIT IV
INSTRUMENTS: Basic Principle of indicating instruments, types of instruments, operation of permanent magnet moving coil and moving iron instruments.

UNIT V 
DIODE AND TRANSISTOR CHARACTERISTICS

P-N junction diode, symbol, V-I Characteristics, Diode Applications, Rectifiers – Half wave, Full wave and Bridge rectifiers(simple Problems). P-N-P and N-P-N Junction transistor, Transistor as an amplifier, SCR characteristics and applications.
TEXT BOOKS:

1. Essentials of Electrical and Computer Engineering by David V. Kerns, JR. J. David Irwin

2. Principles of Electrical and Electronics Engineering by V.K.Mehta, S.Chand& Co.

REFERENCE BOOKS:

1. Introduction to Electrical Engineering – M.S Naidu and S. Kamakshaiah, TMH Publ.

2. Basic Electrical Engineering by Kothari and Nagarath, TMH Publications, 2nd Edition.

B.Tech(Information Technology)
ADVANCED DATA STRUCTURES LAB

Credits : 2 









External Marks : 50

Subject Code: 13CS2104







Internal Marks : 25

II Year I Semester
___________________________________________________________________________________
COURSE OBJECTIVES: 
The main objectives of this course are:

· Solve real-world problems by reasoning about data structure choices, choose appropriate implementations, and analyze the costs associated with those choices. 

· Identify the strengths and weaknesses of different data structures

· To make the students write various programs and ADTS for all data structures.

· Students will learn to write, debug, and test large programs systematically. 

· Think critically for improvement in solutions.

· Be familiar with writing recursive methods.

· Determine which algorithm or data structure to use in different scenarios.

COURSE OUTCOMES: 

The above exercise shall make the students competent in the following ways and will be able to learn following parameters at the end of the course. 
· Develop solutions for a range of problems using object oriented programming. 

· Apply divide and conquer strategy to searching and sorting problems using iterative  

· and/or recursive solutions. 

· Use critical thinking skills and creativity to solve the problems. 

· Design scenarios to explain behaviors and demonstrate correctness of programs. 

· Determine which algorithm or data structure to use in different scenarios.

· Choose the appropriate data structure and algorithm design method for a specified application.

· Analyze performance of algorithms.

LIST OF EXPERIMENTS
1.  Write a program to implement Set operations.

2. Write a program to implement functions of Dictionary using Hashing (division method, Multiplication method, Universal hashing).

3. Write a program to implement skip list.

4. Write a program to perform various operations i.e, insertions and deletions on AVL trees

5. Write a program to perform various operations i.e., insertions and deletions on 2-3 trees.

6. Write a program to implement Prim’s algorithm to generate a min-cost spanning tree.

7. Write a program to implement Kruskal’s algorithm to generate a min-cost spanning tree.

8. Write a program to implement Floyd’s algorithm.

9. Write a program to implement Warshall’s algorithm

10. Write a program to implement operations on binary heap (min).

11. Write a program to implement pattern matching using Boyer-Moore algorithm.

12. Write a program to implement the Knuth-Morris-Pratt pattern matching algorithm.
TEXT BOOKS :

1. Data Structures and Algorithms in C++, Third Edition, Adam Drozdek, Thomson. 
2. Data Structures using C++, D.S. Malik, Thomson
REFERENCE BOOKS:

1. Horowitz, Sahni, and Mehta, "Fundamentals of Data Structures in C++". 
2. Roberge, J., "Data Structures in C++: A Laboratory Course".

B.Tech (Information Technology)

DIGITAL LOGIC DESIGN LAB

(Common to ALL Branches)

Credits : 2 









External Marks : 50

Subject Code: 13EC2104







Internal Marks : 25

II Year I Semester
___________________________________________________________________________________
Course Objectives: 

This course is designed to develop the skill and knowledge required for designing digital circuits that are used in low cost, high speed, innovative and programmable devices for real time embedded applications.

The objective of this course is to introduce students to entire circuit designs, services and business models of Electronics Commerce related applications. The course aims are 

· To provide students in-depth practical base of the Digital Electronics. 

· To familiarize the students regarding designing of different types of the Digital circuits. 

· To provide the computational details for Digital Circuits. 

Course OutcomeS:

· Understand Introduction to Boolean algebra, Binary connectives, Basic Logic Gates, Evaluation of truth functions, Function calculus as Boolean algebra,
· Design Procedure of Binary Adder-Subtractor, Multiplexers and Demultiplexers.

· Classifications & model of sequential circuits, latches, Flip-Flops,

LIST OF EXPERIMENTS:

1. Logic gates

2. 3-8 Decoder -74138
3. 8 x 1 Multiplexer -74151 and 2x4 Demultiplexer-74155
4. 4bit comparator – 7485
5. D Flip-Flop – 7474 

6. Decade counter – 7490 
7. 4bit counter – 7493

8. Shift registers – 7495
9. Universal shift register – 74194/195 

10. RAM (16x4) – 74189 (Read and Write operations)
11. Stack and queue implementation using RAM

12. ALU design
 TEXT BOOKS :

1. Digital Design ,4/e, M.Morris Mano, Michael D  Ciletti, PEA

2. Fundamentals of Logic Design, 5/e, Roth, Cengage

REFERENCE  BOOKS:

1. Switching and Finite Automata Theory,3/e,Kohavi, Jha, Cambridge.

2. Digital Logic Design, Leach, Malvino, Saha,TMH

3. Verilog HDL primer, Jaya Bhaskar, PEA

B.Tech (Information Technology)

ELECTRICAL AND ELECTRONICS ENGINEERING LAB

(Common to CSE and IT)
Credits: 2 









External Marks: 50

Subject Code: 13EE2103







Internal Marks: 25

II Year I Semester




___________________________________________________________________________________
COURSE OBJECTIVES: 

To understand the working of different DC machines, AC Machines, Transformers and their performance characteristics with the help of suitable tests.

COURSE OUTCOMES: 

Students can analyze the performances of different DC motors and generators by drawing the characteristics and how to control the speed of DC machines by different methods  and also finding the different losses in the machines and transformers and basic circuits operations  in electronics.
The following experiments are required to be conducted as compulsory experiments:

1. Swinburne’s test on D.C. Shunt machine. (Predetermination of efficiency of a given D.C. Shunt machine working as motor and generator).

2. OC and SC tests on single phase transformer (Predetermination of efficiency and regulation at given power factors)

3. Brake test on 3-phase Induction motor (Determination of performance characteristics)

4. Regulation of alternator by Synchronous impedance method.

5. Speed control of D.C. Shunt motor by

a) Armature Voltage control b) Field flux control method

6. Brake test on D.C Shunt Motor

7. Full wave Rectifier with and without filters.

8. RC Phase Shift Oscillator
9. Characteristics of Zener diode and regulator
10. Characteristics of Common Base Configuration
11. Characteristics of Common Emitter Configuration

12. Class A Power Amplifier
TEXT BOOKS:

1. Essentials of Electrical and Computer Engineering by David V. Kerns, JR. J. David Irwin

2. Principles of Electrical and Electronics Engineering by V.K.Mehta, S.Chand& Co.

REFERENCE BOOKS :
1. Basic Electrical Engineering, K.B. Madhusahu, Scitech Publications.

2. Introduction to Electrical Engineering – M.S Naidu and S. Kamakshaiah, TMH Publ.

3. Basic Electrical Engineering by Kothari and Nagarath, TMH Publications, 2nd Edition.

B. Tech (Information Technology)

ADVANCED ENGLISH LANGUAGE COMMUNICATION SKILLS LAB

(Common to all Branches)

Credits : 2







         
  
External Marks : 50

Subject Code : 13HS2102  





          

Internal Marks : 25

II Year I Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 

· To improve the communication skills through Listening & Practicing the structures of language.

· To make the students acquiring the language proficiency.

· To provide the real life situations to emulate the language properly.

· To make them realize the importance of Stress, Intonation and Rhythm of language.

· To make the students to improve pronunciation, vocabulary, language skills, communication skills, body language and grammar to fulfill the demands of the employer.
COURSE OUTCOMES:
· Students will be able to master Technical and Communicative English Language & LSRW skills, both Verbal (Oral & Written) & Non- verbal.
· Students will be able to adopt themselves to the situations and converse using their spontaneity.

List of Sessions

Unit – I: Vocabulary Development

Unit – II: Reading Comprehension

Unit – III: Presentation Skills

Unit – IV: Group Discussions

Unit – V: Resume Writing & Interview Skills

TEXT BOOKS:

· “Speak Well” by K. Nirupa Rani, Jayashree Mohan Raj, B. Indira, Orient Blackswan, Hyderabad (2012)

· “Strengthen your Steps” by Dr. M. Hari Prasad, Dr. John Varghese, Dr. R. Kishore Kumar, Maruthi Publications, Hyderabad (2010)

REFERENCE BOOKS :

· A Text Book of English Phonetics: For Indian Students by T. Balasubramanian, Macmillan Publishers India (2000)

· 30 days to a more Powerful Vocabulary by Norman Lewis and Wilfred Funk. 

· How to Prepare for Verbal Ability and Reading Comprehension for CAT by Arun Sharma
B.Tech(Information Technology)
SELF STUDY COURSE - I
Credits : 1 










Subject Code: 13CS2201







Internal Marks : 75
II Year I Semester

___________________________________________________________________________________

COURSE OBJECTIVES:
This course is designed to
· Identify the sources of information.

· Collect relevant information.

· Interpret information.

· Move from problem to solution.

COURSE OUTCOMES:

The students shall be able to
· Acquire the ability to locate different sources of information.

· Acquire the ability to filter and select relevant information.

· Acquire the ability to apply information to real world problems and solve them.

METHODOLOGY / PROCEDURE:

Self study course – I (4 hours of effort per week) includes referring library books, e– learning, internet accessing , presentation and  invited talks from industry.
· Latest and advanced topics shall be identified in the interested area.

· Literature survey shall be conducted on the selected topic.

· Required information shall be collected related to the topic as a soft / hard copy.

· A brief report shall be prepared on the topic.

· An oral presentation shall be given on the report before the Committee.

B.Tech (Information Technology)

                                                          SOFTWARE ENGINEERING

Credits: 3                                                    

                                                External Marks: 70

Subject Code: 13CS2005                        

                                                Internal Marks: 30

II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 

The objectives of this course are to 
· Give the basic knowledge in Software Engineering process, focusing on the different process models.

· Comprehend different user conceptual models and discrimination for a better specifications constructing different system models and their contrasting requirements and constructing different system models.
· Categorize different design concepts and architecture styles, evaluating the steps for designing a good model.
· Demonstrate testing, cost estimation and evaluation product metrics.
· Focus on risk and quality management.
Course OUTCOMES:

At the successful completion of the course, the student will be able to :

· Defend a better model for software development.
· Design constraints and requirements, scope management for time constraints, addressing non-functionalities.

· Identify project constraints and solutions, problem decomposition, requirements elicitation, design trade-off analysis 
· Construct a design consists of different modules
· Work in teams, working in project domain areas where you have little or no experience.

· Identify different risks at earlier stages that reduces cost of development
UNIT I: 
Introduction to Software Engineering

The evolving role of software, Changing Nature of Software, Software myths.

A Generic view of process: Software engineering- A layered technology, a process framework, The Capability Maturity Model Integration (CMMI)

Process models: The waterfall model, Incremental process models, Evolutionary process models, The Unified process.

UNIT II: 
Software Requirements: Functional and non-functional requirements, User requirements, System requirements, Interface specification, the software requirements document.

Requirements engineering process: Feasibility studies, Requirements elicitation and analysis,

Requirements validation, Requirements management.

System models: Context Models, Behavioral models, Data models, Object models, structured methods.

UNIT III: 
Design Engineering: Design process and Design quality, Design concepts, the design model.

Creating an architectural design: Software architecture, Data design, Architectural styles and patterns, Architectural Design.

Object-Oriented Design: Objects and object classes, An Object-Oriented design process, Design evolution.

Performing User interface design: Golden rules, User interface analysis and design, interface analysis, Interface design steps, Design evaluation.

UNIT IV: 
Testing Strategies: A strategic approach to software testing, test strategies for conventional software, Black-Box and White-Box testing, Validation testing, System testing, the art of Debugging.

Product metrics: Software Quality, Metrics for Analysis Model, Metrics for Design Model, Metrics for source code, Metrics for testing, Metrics for maintenance

Software Cost Estimation: Function models, COCOMO Model, Putnam Model.

UNIT V: 
Software Management

Risk management: Reactive vs. Proactive Risk strategies, software risks, Risk identification, Risk projection, Risk refinement.

Quality Management: Quality concepts, Software quality assurance, Software Reviews, Formal Technical reviews, Statistical Software quality Assurance, The ISO 9000 quality standards.

TEXT BOOKS:

1. Software Engineering, A practitioner’s Approach- Roger S. Pressman, 6thedition.McGrawHill International Edition.

2. Software Engineering- Sommerville, 7th edition, Pearson education.

REFERENCE BOOKS:

1. Software Engineering- K.K. Agarwal & Yogesh Singh, New Age International Publishers

2. Software Engineering, an Engineering approach- James F. Peters, Witold Pedrycz, John Wiely.

3. Systems Analysis and Design- Shely Cashman Rosenblatt,Thomson Publications.

4. Software Engineering principles and practice- Waman S Jawadekar, The McGraw-Hill Companies

B.Tech (Information Technology)

OBJECT ORIENTED PROGRAMMING

Credits: 3 









External Marks: 70

Subject Code: 13CS2006







Internal Marks: 30

II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES

· Be able to explain the difference between object oriented programming and    procedural programming 

· Its main objective is to teach the basic concepts and techniques which form the object oriented programming paradigm 

· Cover issues related to the definition, creation and usage of classes, objects and methods.

· Discuss the principles of inheritance and polymorphism and demonstrate though problem analysis assignments how they relate to the design of methods, abstract classes and interfaces.
COURSE OUTCOMES

Upon completion of this course, students should be able to:

· Understand the concept of OOP as well as the purpose and usage principles of inheritance, polymorphism, encapsulation and method overloading.

· Identify classes, objects, members of a class and the relationships among them needed for a specific problem

· To demonstrate the ability to understand and use Exception handling and file handling mechanism

· Arrange the concrete and abstract classes in an appropriate hierarchy.

· Develop efficient Java applets and applications using OOP concept 

UNIT-I:  

Introduction:  OOP Principles, Encapsulation, Inheritance and Polymorphism, data types, variables, declaring variables, scope and life time of variables, arrays, operators, control statements, type conversion and casting.

UNIT-II: 

Classes and Objects : Concepts of classes and objects, class fundamentals Declaring objects,  introducing methods, constructors, usage of static with data and methods,  access control, this key word, garbage collection, overloading methods and constructors, parameter passing – call by value, recursion..

UNIT-III: 

Inheritance: Basic concepts, member access rules, usage of super key word, types of inheritance, method overriding, abstract classes, dynamic method dispatch, final keyword.

Packages and Interfaces : Defining, Creating and Accessing a Package, Understanding CLASSPATH,importing packages, differences between classes and interfaces, defining an interface, implementing interface, applying interfaces, variables in interface and extending interfaces.

UNIT-IV
Exception Handling and Multithreading : Concepts of Exception handling, types of exceptions, usage of try, catch, throw, throws and finally keywords, Built-in exceptions, creating own exception sub classes, Concepts of Multithreading, differences between process and thread, thread life cycle, creating multiple threads using Thread class, Runnable interface, Synchronization, thread priorities, inter thread communication, deadlocks.
UNIT-V:

Event Handling: Events, Event sources, Event classes, Event Listeners, Delegation event model, handling mouse and keyboard events, Adapter classes.

Applets and swings: Applets – Concepts of Applets, differences between applets and applications, life cycle of an applet, types of applets, creating applets, passing parameters to applets, graphics class

Swings – JApplet, JFrame and JComponent, Icons and Labels,  text fields, buttons –The JButton class, Check boxes, Radio buttons, Combo boxes, Tabbed Panes, Scroll Panes, Trees, andTables.

TEXT BOOKS:
1. The Complete Reference Java J2SE 5th Edition, Herbert Schildt, TMH Publishing Company Ltd, New Delhi.

2. “Learn Object Oriented Programming Using Java: An UML Treatment using Live Examples from Science and Engineering,” Dr. N.B. Venkateswarlu, Dr. E.V. Prasad, S Chand, New Delhi.
3. Big Java 2nd Edition, Cay Horstmann, John Wiley and Sons.

REFERENCE BOOKS:

1. Java How to Program, Sixth Edition, H.M.Dietel and P.J.Dietel, Pearson Education/PHI

2. Core Java 2, Vol 1, Fundamentals, Cay.S.Horstmann and Gary Cornell, Seventh Edition, Pearson Education.

3. Core Java 2, Vol 2, Advanced Features, Cay.S.Horstmann and Gary Cornell, Seventh Edition, Pearson Education.

4. Beginning in Java 2, Iver Horton, Wrox Publications.

5. Java, Somasundaram, Jaico.

.

B.Tech(Information Technology)
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External Marks : 70
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Internal Marks : 30

II Year II Semester

___________________________________________________________________________________
 COURSE OBJECTIVES: 

· To provide a sound  introduction to  DBMS 

· To present SQL and Procedural interfaces to SQL comprehensively

· To give an introduction to Systematic Database Design 

· To present the concepts and techniques relating to query processing by SQL engines

· To introduce the concepts of transactions and transaction processing

· To present the issues and techniques relating to concurrency and recovery in multi-user database environments

· To introduce various data structures for external data storage.

COURSE OUTCOMES:
Students will be able to

· Understand the Advantages and Structure of DBMS.

· Design and implement a Database Schema for a given Problem-domain

· Build  Queries using  SQL to retrieve required information from Database

· Apply Normalization Techniques on given Database Design to avoid Anomalies

· Understand Concurrent – Executions – Serializability- Recoverability of Transactions

· Know Database Recovery Techniques in case of failures

· Evaluate   various indexing and  File organization Techniques

UNIT I :

Data base System Applications, data base System VS file System – View of Data – Data Abstraction –Instances and Schemas – data Models – the ER Model – Relational Model – Other Models – Database Languages – DDL – DML – database Access for applications Programs – data base Users and Administrator – Transaction Management – data base System Structure – Storage Manager – the Query Processor

UNIT II :

History of Data base Systems. Data base design and ER diagrams – Beyond ER Design -Entities,

Attributes and Entity sets – Relationships and Relationship sets – Additional features of ER Model – Concept Design with the ER Model – Conceptual Design for Large enterprises.

Introduction to the Relational Model – Integrity Constraint Over relations – Enforcing Integrity constraints – Querying relational data – Logical data base Design – Introduction to Views – Destroying /altering Tables and Views. Relational Algebra – Selection and projection set operations – renaming – Joins – Division 

UNIT III:

Form of Basic SQL Query – Examples of Basic SQL Queries – Introduction to Nested Queries –

Correlated Nested Queries Set – Comparison Operators – Aggregative Operators – NULL values – Comparison using Null values – Logical connectivity’s – AND, OR and NOT – Impact on SQL Constructs – Outer Joins – Disallowing NULL values – Complex Integrity Constraints in SQL Triggers and Active Data bases.

UNIT IV :

Schema refinement – Problems Caused by redundancy – Decompositions – Problem related to

decomposition – reasoning about FDS – FIRST, SECOND, THIRD Normal forms – BCNF – Lossless join Decomposition – Dependency preserving Decomposition – Schema refinement in Data base Design – Multi valued Dependencies – FORTH Normal Form. Transaction Concept- Transaction State- Implementation of Atomicity and Durability – Concurrent – Executions – Serializability- Recoverability – Implementation of Isolation – Testing for serializability- Lock –Based Protocols – Timestamp Based Protocols- Validation- Based Protocols – Multiple Granularity

UNIT V :

Recovery and Atomicity – Log – Based Recovery – Recovery with Concurrent Transactions – Buffer Management – Failure with loss of nonvolatile storage-Advance Recovery systems- Remote Backup systems. Data on External Storage – File Organization and Indexing – Cluster Indexes, Primary and Secondary Indexes – Index data Structures – Hash Based Indexing – Tree base Indexing – Comparison of File Organizations – Indexes and Performance Tuning-  tree Indexes – Indexed Sequential Access Methods (ISAM) – B+ Trees: A Dynamic Index Structure. Introduction to database security and authorization, access control, discretionary access control, mandatory access control, security for internet applications

TEXT BOOKS :

1. Data base Management Systems, Raghurama Krishnan, Johannes Gehrke, 3/e ,TATA McGrawHill 

2. Data base System Concepts, Silberschatz, Korth, 5/e McGraw hill

REFERENCES :

1. https://www.coursera.org/course/db

2. Data base Systems design, Implementation, and Management, Peter Rob & Carlos Coronel 7th

Edition.

3. Fundamentals of Database Systems, Elmasri Navrate Pearson Education

4. Introduction to Database Systems, C.J.Date Pearson Education

B.Tech (Information Technology)

COMPUTER ORGANIZATION AND ARCHITECTURE
Credits: 3 









External Marks: 70

Subject Code: 13CS2008







Internal Marks: 30

II Year II Semester

COURSE OBJECTIVES: 

The objective of this course is to introduce students to entire circuit designs, services and business models of Electronics Commerce related applications. The course aims are 

· A student should grasp the basic concepts of computer architecture and organization, and understand the key skills of constructing cost-effective computer systems. 

· A student should learn how to quantitatively evaluate different designs and   

· organizations, and provide quantitative arguments in evaluating different designs.

· A student should be able to articulate design issues in the development of processor or other components that satisfy design requirements and objectives. 

· In addition, A student should experience use of design tools to model various  

· alternatives in computer design. 

· A student should understand the basics of technical writing, and is able to construct  a detailed tutorial paper on a selected topic related to computer engineering. 

COURSE OUTCOMES: 

The above exercise shall make the students competent in the following ways and will be able to learn following parameters at the end of the course. 

· Understand the merits and pitfalls in computer performance measurements. [1,2,5] 

· Understand the impact of instruction set architecture on cost-performance of computer 

· design. [1,2,3,5] 

· Design a pipeline for consistent execution of instructions with minimum hazards. [3,5] 

· Understand ways to incorporate long latency operations in pipeline design. [3,5] 

· Understand ways to take advantage of instruction level parallelism for high  

· performance processor design. [2,3,5] 

· Understand dynamic scheduling methods and their adaptation to contemporary 

· Microprocessor design. [3,5] 

· Understand the impact of branch scheduling techniques and their impact on processor 

· Performance. [3,5,11] 

· Understand alternatives in cache design and their impacts on cost/performance [1,3,5] 

· Understand contemporary microprocessor designs and identify various design       

· techniques Employed. [3,5,10] 

· Design an interconnection networks and multiprocessors. [3,5] 

· Understand the design process of a computer and critical elements in each step. [2,3,5] 

· Understand memory hierarchy and its impact on computer cost/performance. [1,3,5] 

Unit-I 
Introduction: 
Number representation; fixed and floating point number representation, IEEE standard for floating point representation. Error detection and correction codes: computer types and classifications, functional units and their interconnections, buses, bus architecture, types of buses and bus arbitration.  

Register Transfer language. Register Transfer Bus and memory transfers, Arithmetic Micro-operations, logic micro operations, shift micro operations, Arithmetic logic shift unit.

Unit-II 
Central Processing Unit: 
Addition and subtraction of signed numbers, look ahead carry adders. Multiplication: 

Signed operand multiplication, Booths algorithm and array multiplier. Division and logic 

operations. Floating point arithmetic operation Processor organization, general registers organization, stack organization and addressing modes. Instruction types, formats, instruction cycles and sub cycles (fetch and execute etc).
Unit-III Memory: 
Basic concept and hierarchy, semiconductor RAM memories, 2D & 2 ½D memory organization. ROM memories. Cache memories: concept and design issues & performance, address mapping and replacement) Auxiliary memories: magnetic disk, magnetic tape and optical disks Virtual memory: concept implementation. 

Unit-IV
Input / Output: 
Peripheral devices, I/O interface, Modes of Data Transfer: Programmed I/O, interrupt initiated I/O and Direct Memory Access., Synchronous & asynchronous communication, IOP.
UNIT V 
Parallel Processing & Multiprocessors

Instruction pipelining; Trends in computer architecture: CISC, RISC, VLIW, Introduction to ILP; Pipeline Hazards: Structural, data and control; reducing the effects of hazards. Multiprocessor Interconnection structure, arbitration Procedure.
TEXT BOOKS : 

1.  Patterson, Computer Organization and Design, Elsevier Pub. 2009. 

2. Computer Systems Architecture – M. Morris Mano, Third Edition, Pearson/PHI
REFERENCE BOOKS :
1. Vravice, Hamacher & Zaky, “Computer Organization”, TMH. 

2. John P Hays, “Computer Organization”, McGraw Hill. 

3. William Stalling, “Computer Organization”, PHI. 

4. Tannenbaum,” Structured Computer Organization’, PHI. 

5. P Pal chaudhry, ‘Computer Organization & Design’, PHI. 

B.Tech (Information Technology)

FORMAL LANGUAGES AND AUTOMATA THEORY

Credits: 3 









External Marks: 70

Subject Code: 13CS2009






  
Internal Marks: 30

II Year II Semester

___________________________________________________________________________________
Course objectives:

· Understand the relationship between languages and models.

· Understand the relationship between languages and their grammars.

· To study the capabilities of the abstract machines.

· Understand the theoretical limits of computation.

· Classify machines by their power to recognize languages. 

Course outcomes:

· Construct the DFA or NFA for regular languages

· Construct the PDA for context free languages. 

· Construct the TM for Unrestricted languages.

· Design the LBA for context sensitive languages. 

· Prove or disprove the closure properties of regular sets.

· Build Turing machines for computable functions. 

· Learn Chomsky hierarchy of languages

· Understanding of regular expressions and their connection to finite state machines 
UNIT – I

Finite Automata : Strings, Alphabet, Language, Operations, Finite state machine, definitions, finite automaton model, acceptance of strings, and languages, deterministic finite automaton and non deterministic finite automaton, transition diagrams and Language recognizers. NFA with Epsilon transitions - Significance, acceptance of languages. Conversions and Equivalence: Equivalence between NFA with and without Epsilon transitions, NFA to DFA conversion, minimization of FSM, equivalence between two FSM’s, Finite Automata with output- Moore and Mealy machines.
UNIT – II

Regular Languages : Regular sets, regular expressions, identity rules, Constructing finite Automata for a given regular expressions, Conversion of Finite Automata to Regular expressions. Pumping lemma of regular sets, closure properties of regular sets (proofs not required).
UNIT – III

Grammar Formalism: Regular grammars-right linear and left linear grammars, equivalence between regular linear grammar and FA, inter conversion, Context free grammar, derivation trees, sentential forms. Right most and leftmost derivation of strings, Ambiguity in context free grammars, minimisation of Context Free Grammars.Chomsky normal form, Greibach normal form, Enumeration properties of CFL (proofs omitted).
UNIT – IV

Push Down Automata: Push down automata, definition, model, acceptance of CFL, Acceptance by final state and acceptance by empty stack and its equivalence. Equivalence of CFL and PDA, interconversion (Proofs not required). 

UNIT – V
Turing Machine & Computability Theory: Turing Machine, definition, model, design of TM, Computable functions, recursively enumerable languages. Church’s hypothesis, counter machine, types of Turing machines (proofs not required). Chomsky hierarchy of languages, linear bounded automata and context sensitive language, Universal Turing Machine,post correspondence problem, Turing reducibility, Definition of P and NP problems, NP complete and NP hard problems.
TEXT BOOKS :
1. “Introduction to Automata Theory Languages and Computation”. Hopcroft H.E. and Ullman J. D.Pearson Education

2. Introduction to Computer Theory, Daniel I.A. Cohen, John Wiley.

REFERENCE BOOKS :
1. Introduction to languages and the Theory of Computation, John C Martin, TMH

2. “Elements of Theory of Computation”, Lewis H.P. & Papadimition C.H. Pearson /PHI.

3. Theory of Computer Science – Automata languages and computation -Mishra and

Chandrashekaran, 2nd edition, PHI

4. Introduction to Theory of Computation –Sipser 2nd edition Thomson

B.Tech(Information Technology)
PRINCIPLES OF PROGRAMMING LANGUAGES

Credits : 3 









External Marks : 70

Subject Code: 13CS2010







Internal Marks : 30

II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES

· Choose the most appropriate language for a given task,

· Learn a new language with ease,

· Choose among alternative features and constructs in a language

· To  introduce formal languages for specifying syntax and semantics of  programming languages

· To provide an exposure to core concepts and principles in contemporary programming languages
· To explore various important programming methodologies, such as functional programming, logic programming, programming with abstract data types, and object-oriented programming.

COURSE OUTCOMES

Students will be able to 
· Understand the Design of Programming Languages

· Know the working of   Compilers and Interpreters.

· Specify the Syntax and Semantics of a Language

· Know Binding times, Scope rules and Lifetime of Identifiers 

· Evaluate various Flow control Mechanisms and Data Types

· Understand various Concurrency and Synchronization Mechanisms
· Know the Strengths  of Object Oriented Programming

· Design Programs in Functional and Logic Languages

Unit I

The Art of Language Design, Programming Language categories, Why Study Programming Languages, Compilation and Interpretation, Programming Environments, over view of Compilation
Programming language syntax, Specifying Syntax: Regular Expressions and Context -Free Grammars, Scanning, Parsing.
Unit II
Names, Scopes and Bindings: The Notion of Binding Time, Object Lifetime and Storage Management, Scope Rules, Implementing Scope, Meaning of Names within a Scope, The Binding of Referencing Environments, Macro Expansion, Separate Compilation

Semantic Analysis: Role of Semantic Analyzer, Attribute Grammars, Evaluating Attributes, Action Routines, Space Management for Attributes, Decorating a Syntax Tree
Unit III
Control flow: Expression Evaluation, Structured and Unstructured Flow, Sequencing, Selection, Iteration, Recursion, Non determinacy
Data Types: Type Systems, Type Checking, Records(Structures) and Variants(Unions) ,Arrays, Strings, Sets, Pointers and Recursive Types, Lists, Files and input/output, Equality Testing and Assignment

Unit IV

Subroutines and Control Abstraction: Review of stack Layout, Calling Sequences, Parameter Passing, Generic Subroutines and Modules, Exception Handling, Co-routines, Events

Concurrency: Concurrency Basics, Implementing Synchronization, Language Level Mechanisms, Message Passing, Run Time Program Management, Late Binding of Machine Code, Inspection/Introspection

Unit V
Data Abstraction and Object Orientation: Object Oriented Programming, Encapsulation, Inheritance, Initialization, Finalization, Dynamic Method Binding, Multiple Inheritance
Functional and Logic Languages: Functional Programming Concepts, Overview of Scheme, Evaluation Order Revisited, Higher Order Functions,

Logic Programming concepts, Prolog
TEXT BOOKS:

1.Proggramming Language Pragmatics, 3/e, Michael Scott, Elsevier, Morgan KaufMann,2009

2.Concepts of Programming Languages,Sebesta, 8/e, PEA
REFERENCES:
 1. https://www.coursera.org/course/proglang
 2. Programming Languages Design and Implementation,4/e,Pratt Zelkowitz,PHI

 3. .Programing Languages,Louden, 2/e, Cengage, 2003

 4. .Fundamentals of Programming Languages, Horowitz, Galgotia
B.Tech( Information Technology)

OBJECT ORIENTED PROGRAMMING LAB

Credits : 2 
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II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES:

· Understand fundamentals of programming such as variables, conditional and iterative execution, methods, etc.

· Understand fundamentals of object-oriented programming in Java, including defining classes, invoking methods, using class libraries, etc.

· Be aware of the important topics and principles of software development.

· Have the ability to write a computer program to solve specified problems.

· Be able to use the Java SDK environment to create, debug and run simple Java programs.

COURSE OUTCOMES

· To  apply object-oriented programming features to program design and implementation 
· To understand object-oriented concepts and how they are supported by java 

· To understand implementation issues related to object-oriented techniques. 

· To demonstrate the ability to analyze, use, and create functions, classes, to overload methods. 

· To design and write programs that make appropriate use of advanced object-oriented facilities common to many object-oriented languages such as classes, message passing, overloading and inheritance. 
· To design and write interactive programs with a simple GUI interface using an object-oriented programming language. 

· To choose and apply appropriate advanced object-oriented programming concepts. 
· Be able to write computer programs to solve real world problems in Java

LIST OF EXPERIMENTS:
1.  Write a java program to print factorial value of given integer.

2  The Fibonacci sequence is defined by the following rule: The first two values in the sequence are 1and 1.Every subsequent value is the sum of the two values preceding it. Write a java program that  uses both recursive and non recursive functions to print the nth value in the Fibonacci sequence..

3. 
Write a java program that prompts the user for an integer and then prints out all prime numbers up to that integer.

4. 
Write a java program that checks whether given string is palindrome or not.

5. 
Write a java program to illustrate overloading and overriding.

6. 
Write a java program to create and demonstrate packages


7. 
Write a java program  to implement inheritance concept

8.
Write a java program  to implement concept of interfaces and abstract classes.

9.
Write a java program that illustrates how java achieved run time polymorphism

10.
Write a java program  to implement Exception handling mechanism.

11. Write a java program to illustrate multithreading and thread synchronization.

12. Write a java program that displays the number of characters, lines and words in a text file.

13. Write a java program develop an applet that displays the simple message.

14. Write a Java program for Handling Mouse Events 

15.Write a java program that allows the user to draw lines, rectangles and ovals.

16. Write a java program that creates three threads. First thread displayed  “good morning” every one second ,the second thread displays “hello” every  two seconds and the third  thread  displays” welcome” every  three seconds

17. WAJP, using StringTokenizer class, which reads a line of integers and then displays each integer and the sum of all integers.

 18. Develop an applet that receives an integer in one text field, and computes its factorial value and returns it in another text field, when the button named “compute” is clicked.
TEXT BOOKS:
1. The Complete Reference Java J2SE 5th Edition, Herbert Schildt, TMH Publishing Company Ltd, New Delhi.

2. “Learn Object Oriented Programming Using Java: An UML Treatment using Live Examples from Science and Engineering,” Dr. N.B. Venkateswarlu, Dr. E.V. Prasad, S Chand, New Delhi.
3. Big Java 2nd Edition, Cay Horstmann, John Wiley and Sons.

REFERENCE BOOKS:

1. Java How to Program, Sixth Edition, H.M.Dietel and P.J.Dietel, Pearson Education/PHI

2. Core Java 2, Vol 1, Fundamentals, Cay.S.Horstmann and Gary Cornell, Seventh Edition, Pearson Education.

3. Core Java 2, Vol 2, Advanced Features, Cay.S.Horstmann and Gary Cornell, Seventh Edition, Pearson Education.

4. Beginning in Java 2, Iver Horton, Wrox Publications.

5. Java, Somasundaram, Jaico.

B.Tech(Information Technology)
DATA BASE MANAGEMENT SYSTEMS LAB

Credits : 2 
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Subject Code: 13CS2106
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II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES:

· Creating and Altering  Tables with necessary constraints ,keys and data types

· Inserting data and manipulating data as per needs

· Writing SQL Queries to retrieve required information from single/multiple tables .

· Creating views and manipulating them as needed

·  Implementing Operations on relations (tables) using PL/SQL

· Writing triggers for implementing automatic operations and implementing constraints

· Writing Cursors, Functions and Procedures for various tasks on tables

· To Teach Exception handling, Assertions and Packages .

· To Teach how to Generate Reports.
COURSE OUTCOMES:

Students will be able to

· Design    a Database without anomalies  as per requirements

· Construct  complex queries  to retrieve required information from database

· Understand database administration using DCL .

· Write PL/SQL procedures for various tasks.

· Use SQL for generating necessary reports.

· Write triggers to implement various complex database constraints which are not possible 

    Using integrity constraints.

· Write PL/SQL procedures using cursors

· Write packages for required applications

· Design procedures and functions for required database tasks.

· Write assertions to implement integrity constraints on multiple tables

· Understand exception handling features to handle runtime errors.

LIST OF EXPERIMENTS 
1. Execute a single line and group functions for a table.

2. Create tables for various relations in SQL with necessary integrity constraints, keys, data types

3. Implement the Queries  in SQL for a) insertion b) retrieval c) updating d) deletion 

4. Creating Views 

5. Execute DCL and TCL Commands.

6. Write PL/SQL procedure for an application using Exception handling.

7. Write PL/SQL procedure for an application using Cursors.

8. Generate Reports using suitable SQL  statements.

9. Writing  row and statement Triggers for  implement various Database constraints

10. Write a PL/SQL block for transaction operations of a typical application using Package.

11. Writing Assertions  to implement integrity constraints on multiple tables

12. Write Procedures and functions to perform various database tasks. 

13. Design and develop an application using any front end and back end tool (make use of ER diagram and DFD).

Typical Applications – 

· Banking

· Electricity Billing

· Library management

· Pay roll processing

· Insurance

· Inventory etc.

TEXT BOOKS :

1. Data base Management Systems, Raghurama Krishnan, Johannes Gehrke, TATA         

McGrawHill 3rdEdition

          2. Data base System Concepts, Silberschatz, Korth, McGraw hill, V edition.

REFERENCE BOOKS:
1. Data base Systems design, Implementation, and Management, Peter Rob & Carlos  

Coronel 7th Edition.

             2. Fundamentals of Database Systems, Elmasri Navrate Pearson Education

             3. Introduction to Database Systems, C.J.Date Pearson Education

B.Tech (Information Technology)

PROFESSIONAL ETHICS AND MORALS

Subject Code: 13HS2201








II Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 

· Learn the importance and utility of honesty, integrity, character and values.

· Learn how mind operates and how to control evil tendencies.

· Importance of ethical decision making in business environment.

· Learn how bribery, extortion, grease payments, nepotism destroy individual, economy, and country.

· Learn the impact of non-performance of remedial action when failure is anticipated in near future.

Course OUTCOMES:
After completion of the course, the student will be able to

· Understand the significance and benefits of ethical character and values. 

· Understand the thinking process and use discrimination and dispassion to control evil tendencies.

· Understand how to withstand external pressure and still be ethical in performing one’s duty.

· Understand how to resist temptation or fear due to bribery, extortion, nepotism.

· Understand the impact of timely action and cost of negligence.

Unit I: 
Introduction to Values and Morals   


–– Theory of Evolution, Ethics as a necessity for spiritual evolution –– Description of Human Values Morals –– Values: Integrity, Honesty, Courage, Empathy, Personality, Character, Self-Confidence, Respect for Others, 7 Ways of Misusing Truth –– Work Culture, Social Responsibility, Responsibilities as a Citizen, Cooperation and Commitment, Caring and Sharing –– Religion vs. Spirituality, Philosophy, Customs and Practices –– Impediments to Responsibility – Self-Interest, Fear, Self-Deception, Ignorance, Ego, Narrow Vision, Uncritical Acceptance of Authority, Group Thinking.

Unit II: 
Mind and Its Mysteries

–– What is Mind? Mind and Body, Mind and Food –– Mental faculties, Theory of perception, Memory, Tendencies, Thought Creates the World –– Power of Thought, Thought-Culture, Desires, Pleasure and Pain –– Cultivation of Virtues, Control of Senses and Mind –– Discrimination, Dispassion, Sacrifice –– Concentration, Meditation and Enlightenment

Unit III: 
Risk, Safety and Environment 
–– Difficulties in Estimating Risk –– Approach to Acceptable Risk, Regulator’s Approach to Risk –– Engineer’s Liability, Changing Legal Rights of the Employees –– Organizational Disobedience: by Contrary Action, by Non-Participation, by Protest –– Environmental Laws and Judicial Intervention in Related Matters –– Environmental Movements

Unit IV: 
Non-Ethical Practices in Vogue

–– Engineer’s Responsibility for Rights - Respect for Authority – Conflict of Interests,                         Occupational crime –– Global Issues: How Multinational Corporations Influence Government Decisions, Risk and Public Policy –– Engineers as Managers, Advisors and Experts, Engineers as Moral Leaders –– Problem of Bribery, Extortion, Grease Payments, Nepotism –– Nexus between Politicians and Industrialists –– Case Study: Chinese Minister Sentenced to Death for Corruption

Unit V: 
Case Studies – Variety of Moral Issues in Profession

–– Chernobyl –– Air bags, Cadillac Chips –– Nuclear Power Generation Plant –– Highway Safety 

–– Microwaves, Renewable Energy –– Training Fire Fighters
TEXT BOOKS :
1. Charles E Harris, Micheal J Rabins, “Engineering Ethics, Cengage Learning

2. Mike Martin and Roland Schinzinger, “Ethics in Engineering” McGraw Hill
REFERENCE BOOK:
1.  Mind, Its Mysteries and Control, Swami Sivananda, Divine Life Society .
INDUSTRIAL MANAGEMENT & SCIENCE
Credits: 3
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Subject Code: 13HS3006







Internal Marks: 30

III Year I Semester

___________________________________________________________________________________
OBJECTIVES: 

· To develop better understanding of principles of management, leadership style and social responsibility of an organization. 

· To develop an understanding on Business and new economic environment and its importance on capital budgeting.
· To develop an understanding of managerial economics.
· To develop an understanding on law of demand, elasticity of demand and concept on demand forecasting techniques.
· To make an understanding on theory of production and cost analysis and its application in business.
· To develop an understanding of market structure, different types of competition and pricing strategies.

OUTCOMES:

· Help students to learn the overview of principles of management and its applications. 

· Enable the student to understand the business and new economic environment and its applications in capital budgeting.

· Help students to learn the overview of managerial economics and its applications. 
· Familiarize students with theory of production and cost concept.
· Help students to understand the concept of market structures, types of competition and pricing strategies.
Unit I

Concepts of Management and organization: Nature, importance and Functions of Management, Taylor’s Scientific Management Theory, Fayol’s Principles of Management, Mayo’s Hawthorne Experiments, Maslow’s Theory of Human Needs, Douglas McGregor’s Theory X and Theory Y, Herzberg’s Two-Factor Theory of Motivation, Systems Approach to Management, Leadership Styles, Social responsibilities of Management.

Unit II
Business & New Economic Environment: Characteristic features of Business, Features and evaluation of Sole Proprietorship, Partnership, Joint Stock Company, Public Enterprises and their types.

Capital and Capital Budgeting : Capital and its significance, Types of Capital, Estimation of Fixed and Working capital requirements, Methods and sources of raising finance, Nature and scope of capital budgeting, features of capital budgeting proposals, Methods of Capital Budgeting: Payback Method, Accounting Rate of Return (ARR) and Net Present Value Method (simple problems).

Unit III

Introduction to Managerial Economics: Definition, Nature and Scope Managerial Economics–Demand Analysis: Demand Determinants, Law of Demand and its exceptions, Elasticity of Demand: Definition, Types, Measurement and Significance of Elasticity of Demand, Demand Forecasting- Factors governing demand forecasting, methods of demand forecasting (survey methods, statistical methods, expert opinion method, test marketing, controlled experiments, judgmental approach to demand forecasting).
Unit IV

Theory of Production and Cost Analysis: Production function in Isoquants and Isocosts, MRTS, Least Cost Combination of Inputs, Production function, Laws of Returns, Internal and External Economies of Scale.
Cost Analysis: Cost concepts, Opportunity cost, Fixed & Variable costs, explicit costs & Implicit costs, Out of pocket costs & Imputed costs, Break-even Analysis (BEA), Determination of Break-Even Point (simple problems), Managerial Significance and limitations of BEA.
Unit V

Introduction to Markets & Pricing Strategies: Market structures: Types of competition, Features of Perfect competition, Monopoly and Monopolistic Competition, Price-Output Determination in case of Perfect Competition and Monopoly, Concept on different pricing strategies.
TEXT BOOKS:
1. Varshney & Maheswari, Managerial Economics, Sultan & Chand, New Delhi, 2003

2. Ramaswamy,T: “Principles of Management”, Himalaya Publishing House, Mumbai, 2008.
3. [image: image9.jpg]


Phillip Kotler & Kevin Lane Keller (2006), Marketing Management (12th Edition). PHI Learning Private Limited.
4. P.Subba Rao , Personnel and Human Resource Management – Text and Cases, Himalaya Publishing Houses, Mumbai
REFERENCE BOOKS:
1. Dwivedi, Managerial Economics, Vikas Publications, 6th Edition, 2009

2. Managerial Economics - Yogesh Maheswari, PHI, 2nd Ed., 2nd Ed. 2005.

3. P. L. Mehatha, Managerial Economics Analysis- Analysis, Problems & Cases,, Sultan Chand & Co,New Delhi.

4. Koonz, Weihrich and Aryasri: “Principles of Management”, Tata McGraw Hill, 2004.
5. Tapan K. Panda, Marketing Management-Texts & Cases, 2nd Edition, Excel Books, 2008 (Reprint).

6. Rajan Saxena, Marketing Management, 4th Edition Tata Mc.Graw Hill, 2009.  
7. Aswathappa, Human Resource Management, Mc Graw Hill, 2009.

8. Edwin B.Flippo, Personnel Management, Mc Graw Hill, 2003.
B.Tech (Information Technology)

COMPILER DESIGN

Credits : 3 
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III Year I Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 

· Describe the steps and algorithms used by language translators.

· Introduces students to compiler construction and issues related to software compilation. Students become familiar with make, lex, and yacc as a part of the course and are required to implement one compiler project in their favorite computer programming language.

· Recognize the underlying formal models such as finite state automata, push-down automata and their connection to language definition through regular expressions and grammars.

· Discuss the effectiveness of optimization.

· Explain the impact of a separate compilation facility and the existence

· Of program libraries on the compilation process.

COURSE OUTCOMES:                                                 

By the completion of the course, the students will be able to 

· Fluency in describing the theory and practice of compilation, in particular, the lexical analysis, syntax, and semantic analysis, code generation and optimization phases of compilation.

· Ability to create lexical rules and grammars for a programming language.

· Ability to use Flex or similar tools to create a lexical analyzer and Yacc/Bison tools to create a parser.

· Ability to implement a lexer without using Flex or any other lexer generation tools.

· Ability to implement a parser such as a bottom-up SLR parser without using Yacc/Bison or any other compiler-generation tools.

· Ability to implement semantic rules into a parser that performs attribution while parsing.

· Ability to design a compiler for a concise programming language
Unit-I:

Overview of Compilation: Phases of Compilation – Lexical Analysis, Regular Grammar and regular expression for common programming language features, pass and Phases of translation, interpretation, bootstrapping, data structures in compilation – LEX lexical analyzer generator.

Unit II
Top down Parsing: Context free grammars, Top down parsing – Backtracking, LL (1), recursive descent parsing, Predictive parsing.

Bottom up parsing: Shift Reduce parsing, LR and LALR parsing, Error recovery in parsing , handling ambiguous grammar, YACC – automatic parser generator.

Unit III
Semantic analysis: Intermediate forms of source Programs – abstract syntax tree, polish notation and three address codes. Attributed grammars, Syntax directed translation, Conversion of popular Programming languages language Constructs into Intermediate code forms, Type checker.

Symbol Tables: Symbol table format, organization for block structures languages, hashing, tree Structures representation of scope information. Block structures and non block structure storage allocation: static, Runtime stack and heap storage allocation, storage allocation for arrays, strings and records.

Unit IV

Code optimization: Consideration for Optimization, Scope of Optimization, local optimization, loop optimization, frequency reduction, DAG representation.

Data flow analysis: Flow graph, data flow equation, global optimization, redundant sub expression elimination, Induction variable elements, Live variable analysis, Copy propagation.

Unit V

Code generation: Object code forms, machine dependent code optimization, register allocation and assignment generic code generation algorithms, DAG for register allocation.

TEXT BOOKS:

1. Principles of compiler design -A.V. Aho. J.D.Ullman; Pearson Education.

2. Modern Compiler Implementation in C- Andrew N. Appel, Cambridge University Press.
REFERENCE BOOKS:
1. Lex &yacc – John R. Levine, Tony Mason, Doug Brown, O’reilly

2. Modern Compiler Design- Dick Grune, Henry E. Bal, Cariel T. H. Jacobs,Wiley dreamtech.

3. Engineering a Compiler-Cooper & Linda, Elsevier.

4. Compiler Construction, Louden, Thomson.

B.Tech (Information Technology)

OPERATING SYSTEMS
Credits : 3 
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III Year I Semester

___________________________________________________________________________________

COURSE OBJECTIVES: 

The student will

· Understand how the operating system abstractions can be used in the development of application programs, or to build higher level abstractions 

· Understand how the operating system abstractions can be implemented 

· Understand the principles of concurrency and synchronization, and apply them to write correct concurrent programs/software 

· Understand basic resource management techniques (scheduling or time management, space management) and principles and how they can be implemented. These also include issues of performance and fairness objectives, avoiding deadlocks, as well as security and protection. 

· Understand semaphores, IPC abstractions, shared memory regions, etc. 

COURSE OUTCOMES: 

By the completion of the course, the students will be able to 

· Explain the objectives and functions of modern operating systems. 

· List the different architectures of single/multiple processor systems. 

· Define the types of processor scheduling such as short-term, medium-term, and long-term. 

· Compare and contrast the common algorithms used for both preemptive and non-preemptive scheduling of tasks in operating systems, such as FCFS, SJF, priority, Round Robin, Multilevel queue and multilevel feedback queue. 

· Cite the various approaches to solving the problem of mutual exclusion in an operating system. 

· Describe conditions that lead to deadlock. 

· Describe the concept of virtual memory and how it is realized in hardware and software. 

· Cite the features and limitations of an operating system used to provide protection. 
UNIT I:

     Basics: Operating System Functionalities, Types of Operating Systems.
Process Management: Process concept-Process Scheduling, Uniprocessor scheduling algorithms, scheduling Algorithms evaluation, Multi Thread programming model.

UNIT II:

Process Synchronization - Peterson's Solution, Bakery Algorithm, Hardware Support to Process Synchronization, Semaphores, Critical Regions, Monitors.

Principals of deadlock-Deadlock prevention, deadlock avoidance and Deadlock Detection and Recovery - Bankers Algorithm.

UNIT III:

Memory Management: contiguous memory allocation, paging, Segmentation and space allocation, Basics of linking and loading, Demand Paging, Page replacement algorithms, Analysis of page allocation policies - Working Set.

UNIT IV:

File System Interface: the concept of a file, Access Methods, Directory structure, File system mounting, File system mounting, file sharing, protection.

File System implementation: File system structure, file system implementation, directory implementation, allocation methods, free-space management.
UNIT V:

I/O System: Disk Scheduling, Device drivers - block and character devices, streams, Character and Block device switch tables

Protection and Security - Accessibility and Capability Lists

 TEXT BOOKS:

1. Operating System Concepts - Operating System Concepts, Sixth Edition, Abraham Silberschatz, Peter Baer Galvin, Greg Gagne, John Wiley & Sons Inc.
2. Operating Systems - Operating System: Internals and Design Principles (4th edition), William Stallings

 REFERENCE BOOKS:
1. Modern Operating Systems- Andrew S Tanenbaum, Prentice Hall
2. Operating Systems - System Programming and Operating Systmes D M Dhamdhere, tata Mc Graw Hill
3. Operating Systems - Operating Systems: A Modern Perspective, 2/E, Gary Nutt, Addison Wesley
4. Operating Systems - Operating Systems, Achyut S Godbole, Tata Mc Graw Hill
B.Tech ( Information Technology )
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___________________________________________________________________________________
COURSE OBJECTIVES: 

The objective of this course is 

· To enlighten the working principles of display devices, and concepts of resolution.

· To understand the fundamental data-structures and algorithms used for output primitives. 

· To design graphics programmes using mathematical and theoretical foundations.

· To hypothesize 3D models of objects.

· To organize steps and plan for generation of animations.
COURSE OUTCOMES: 

After successfully completing this course, the student will be able to

· Apply mathematics, physics and computer programming to computer graphics applications and write programmes for various output primitives.

· Summarize and critically review the routines in computer graphics packages like Paint Brush.

· Compare various object representation systems in Graphics systems.

· Be immediately ready to contribute in a significant way to the computer graphics industry.

· Demonstrate the knowledge, technical skills and personal discipline to be successful in a specialized, computer-based graphics field.

UNIT I

Graphics Primitives: Display Files, Display processors, Pixels and frame buffers, types of display devices, Geometry and line Generation: Points, Lines, Planes.

UNIT II

Output Primitives: DDA and Bresenham’s Line Algorithms, Mid-Point algorithms for circle generation, algorithm for ellipse generation. Algorithms for polygon generation, Polygon filling algorithms, NDC (Normalized device co-ordinates).

UNIT III

2D Transformations: Scaling, Rotation, translation, homogenous for ordinates, rotation about arbitrary point Reflections. Windowing and Clipping: Window, viewport, viewing transformation, Line clipping: Cohen-Sutherland and mid-point subdivision, Polygon clipping: Sutherland-Hodgeman algorithm.

UNIT IV

3D Graphics: 3D primitives, Curves and surfaces: Generation of curves and surfaces using Hermite, Beziere and BSplines, 3D Transformations: Projections: Types, General parallel and perspective transformations.

UNIT V

Visible surface detection algorithms: Back-face, Z-buffer, Scan-line algorithm, Painter’s algorithm, Warnock’s algorithm. Animation: Steps in design sequence, animation languages, morphing.

TEXT BOOKS:

1. Donald Hearn and M.Paulin Baker, “Computer Graphics- C Version”, 2nd edition. INDIA: Pearson Ed. 2013.

2. David F Rogers, “Procedural Elements for Computer Graphics”,  McGraw-Hill.

REFERENCE BOOKS:

1. Newman & Sproul – Principles of Interactive Computer Graphics.

2. David F Rogers and Adams – Mathematical Elements for Computer Graphics.

3. Foley, Vandam, Feiner & Huges – Computer Graphics Principles and Practice – Addison Wesley.

4. A. Iosevich,A View From the Top: Analysis, Combinatorics and Number Theory, Rhode Island: American Mathematical Society, 2007

B.Tech (Information Technology)
MICROPROCESSORS & MICRO CONTROLLERS
(Common for ECE, EEE and IT)

Credits: 3
Subject Code: 13EC3019  







External Marks: 70
III Year I Semester


                                   



Internal Marks: 30

___________________________________________________________________________________
Objective

· Student can familiarize with the architecture of 8086, 80386 processor, and assembling language programming and interfacing with various modules for 8086.

· Student can also understand the 8051 microcontroller concepts, architecture, of microcontrollers.

Outcome

At the end of the course the student will be able to:

· Write assembly language programs and can handle DOS/BIOS routines and interrupt structures.

· Develop interfacing applications using microprocessor and microcontrollers.

Syllabus

Unit - I

Microprocessor 8086: Introduction, architecture, register organization, memory organization, signal description and pin diagram, addressing modes, assembler directives, procedures, macros and timing diagrams of 8086.

Unit II

Assembly Language Programming of 8086:  Instruction set, assembly language programs, introduction to stack, stack structure, classification of interrupts, interrupt service routine and interrupt vector table.

Unit III

advanced microprocessors: 

Architecture Features, register organization, signal description, data types and physical address calculation, mode of operations, segmentation and paging of 80386. Introduction to 80486.

Unit IV 

Interfacing with 8086: Programmable interrupt controller (8259A) – Programmable Peripheral Interface (8255), modes of operation of 8255 – DMA controller (8257) – Key board/display controller (8279) – Programmable communication interface (USART) (8251).

Unit-V

Microcontrollers: Introduction, architecture, signal description, pin diagram, register set, memory organization, parallel I/O ports,  interrupts and addressing modes of 8051. Introduction to PIC microcontrollers
Text books:

· Advanced Microprocessors and Peripherals – A K RAY and K M Bhurchandi, Tata McGraw-Hill Publications, 2000.

· Microprocessors and Interfacing – Douglas V Hall, McGraw-Hill.

· Microprocessors and Microcontrollers – Berry B. Bray, Tata McGraw-Hill Publications.

Reference books:

· Microcontrollers – Ajay V Deshmukh, Tata McGraw Hill publications.

· Microprocessor 8086 programming and Interfacing – Nagoor kani, RBA publications.

B.Tech (Information Technology)

COMPILER DESIGN LAB

Credits : 2 
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Internal Marks : 25

III Year I Semester

_________________________________________________________________________________
COURSE OBJECTIVES:

The course aims are: 

· To introduce the major concept areas of language translation and compiler design.

· To enrich the knowledge in various phases of compiler ant its use, code optimization         techniques, machine code generation, and use of symbol table.

· To extend the knowledge of parser by parsing LL parser and LR parser.

·   To provide practical programming skills necessary for constructing a compiler.

 

COURSE OUTCOMES
· To apply the knowledge of lex tool & yacc tool to devleop a scanner & parser.

· To design & conduct experiments for Intermediate Code Generation in compiler. 

· To design & implement a software system for backend of the compiler.

· To deal with different translators.

· To develop program to solve complex problems in compiler

· To learn the new code optimization techniques to improve the performance of a program in terms of speed & space.

· To acquire the knowledge of modern compiler & its features.

· To learn & use the new tools and technologies used for designing  a compiler

· To use the knowledge of patterns, tokens & regular expressions for solving a problems.

LIST OF EXPERIMENTS
1. Write a program to find the number of characters, words, digits, lines form the given input.

2.
Design a Lexical analyzer. The lexical analyzer should ignore redundant spaces, tabs and   new lines. It should also ignore comments.

3.
 Implement the lexical analyzer using either JLex, flex or lex or other lexical analyzer generating  tools.

4.
Write a program to compute FIRST function for the given grammar.

5. 
Write a program to compute FOLLOW function for the given grammar.

6.
Write a program to implement a predictive parser.

7. 
Design LALR Bottom up Parser.
8. 
Write a program to find the operators and operands in a given input string.
9. 
Convert the BNF rules into Yacc form and write code to generate abstract syntax tree.

10.   Write program to generate machine code from the abstract syntax tree generated by the parser.

11.   Write a program to implement for top down parser with back tracking.
12.   Write a program to find the operators and operands in a given input string
TEXT BOOKS:

1. Alfred Aho, Ravi Sethi, Jeffrey D Ullman, “Compilers Principles, Techniques and tools”, Pearson Education Asia, 2003

2. Linux Programming Tools Unveild, NB Venkateswarulu, BS Pub, Hyd

REFERENCE BOOK:

1. Allen I. Houlb “Compiler Design in C”, Prentice Hall of India, 2003

C. N. Fischer and R.J. LeBalnc, “Crafitng a compiler with C ”, benjamin Cummings, 2003
B.Tech (Information Technology)
OPERATING SYSTEMS LAB
Credits: 2
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___________________________________________________________________________

Objective:
To provide an understanding of the design aspects of operating system.

OUTCOME:

After successful completion of this course the student is have some knowledge on scheduling algorithms of CPU, different file allocation techniques, file organization techniques, memory management techniques and different page replacement algorithms.
LIST OF EXPERIMENTS

1 
Simulate the following CPU scheduling algorithms

a) Round Robin b) SJF c) FCFS d) Priority

2. 
Simulate all file allocation strategies

a) Sequential b) Indexed c) Linked

3.
 Simulate MVT and MFT

4.
 Simulate all File Organization Techniques

a) Single level directory b) Two level c) Hierarchical d) DAG

5. 
Simulate Bankers Algorithm for Dead Lock Avoidance

6. 
Simulate Bankers Algorithm for Dead Lock Prevention

7. 
Simulate all page replacement algorithms

a) FIFO b) LRU c) LFU 
8. 
Simulate paging techniques of memory management 
B.Tech (Information Technology)
MICROPROCESSORS AND MICROCONTROLLERS LAB
(Common for ECE, EEE and IT)

Credits: 2
Subject Code: 13EC3109  







External Marks: 50
III Year I Semester



                                     

Internal Marks: 25

___________________________________________________________________________________
Objectives:

To introduce to students the basics of microprocessor and microcontroller Programming and their applications.

Outcomes:

The students will be equipped with the basic knowledge of microprocessor and microcontroller interfacing and their applications.

I. Microprocessor 8086 :
1. Introduction to MASM/TASM.

2. Arithmetic operation – Multi byte Addition and Subtraction, Multiplication and Division – Signed and unsigned Arithmetic operation, ASCII – arithmetic operation.

3. Logic operations – Shift and rotate – Converting packed BCD to unpacked BCD, BCD to ASCII conversion.

4. By using string operation and Instruction prefix: Move Block, Reverse string, Sorting, Inserting, Deleting,Length of the string, String comparison.

5. DOS/BIOS programming: Reading keyboard (Buffered with and without echo) – Display characters,Strings.
II. Microcontroller 8051
1. Reading and Writing on a parallel port.

2. Timer in different modes.

3. Serial communication implementation.
III. Interfacing:
1. 8259 – Interrupt Controller : Generate an interrupt using 8259 timer.

2. 8279 – Keyboard Display : Write a small program to display a string of characters.

3. 8255 – PPI : Write ALP to generate sinusoidal wave using PPI.

4. 8251 – USART : Write a program in ALP to establish Communication between two processors.
B.Tech (Information Technology)
INTELLECTUAL PROPERTY RIGHTS AND PATENTS
Subject Code: 13HS3202








III Year I Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 
· Core concepts: Students will have a basic competence in the core concepts of each of the forms of intellectual property (Patents, Copyright and Related Rights, Trademarks, Industrial Designs and Integrated Circuits, Geographical Indications, Protections Against Unfair Competitions, and Traditional Knowledge), including the nature and extent of the rights that are available to protect them.
· Applying disciplinary contexts: Students will be familiar with all the important doctrines of the field of laws and treaties governing intellectual property, and will have a good understanding of the most important standards for registering, obtaining, and enforcing intellectual property rights at national, regional, and international levels.
· Connections: Students will begin to see the connections between intellectual property rights protection and development of world economy. In addition, students will understand how intellectual property rights make it possible for the creators of innovations to establish themselves more readily.

COURSE OUTCOMES:

· Understand the scope of intellectual property rights.

· Understand the reasons behind the existence of intellectual property law.

· Understand the process of the historical development of intellectual property rights.

· Understand the distinct contribution of intellectual property law to the protection of human creativity, innovation, and effort.

Unit I 

Introduction to Intellectual Property Law – The Evolutionary Past – The IPR Tool Kit- Para -Legal Tasks in Intellectual Property Law – Ethical obligations in Para Legal Tasks in Intellectual Property Law - Introduction to Cyber Law – Innovations and Inventions Trade related Intellectual Property Right

Unit II 

Introduction to Trade mark – Trade mark Registration Process – Post registration procedures – Trade mark maintenance - Transfer of Rights - Inter parts

Unit III

Intellectual Property Law Basics – Types of Intellectual Property – Agencies responsible for Intellectual Property Registration - Cyber crime and E-commerce – International Aspects of Computer and Online Crime

Unit IV

Introduction to Patent Law – Rights and Limitations – Rights under Patent Law – Patent requirements - Ownership - Transfer - Patents Application Process – Patent Infringement - Patent Litigation 

Unit V
International Patent Law – Double Patenting – Patent Searching – Patent Law Treaty - New developments in Patent Law – Invention Developers and Promoters

TEXT BOOKS:

1. Deborah E.Bouchoux: “Intellectual Property”. Cengage learning , New Delhi

2. Kompal Bansal & Parishit Bansal “Fundamentals of IPR for Engineers”, BS Publications (Press)

3. Cyber Law. Texts & Cases, South-Western’s Special Topics Collections

REFERENCE BOOKS : 

1. Prabhuddha Ganguli: ‘Intellectual Property Rights” Tata Mc-Graw –Hill, New Delhi

2.Richard Stim: “Intellectual Property”, Cengage Learning, New Delhi.
B.Tech (Information Technology)
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___________________________________________________________________________________
OBJECTIVES
· An ability to learn knowledge of networks, types of networks and topology.

· An ability to analyze the functions of different layers of different reference models.

· An ability to learn switching, multiplexing, error control and flow control.

· An ability to distinguish different multiple access protocols to access a single medium.

· An ability to analyze different IEEE standards and architecture of Bluetooth.

OUTCOMES

· Increase the ability to identify different networks and topologies.

· Increase the ability to identify new learning requirements and to learn independently different layers.

· Develop knowledge and skills necessary to gain on switching, multiplexing flow and error control.
· Demonstrate confidence to work independently to different protocols.

· Gain the ability to explain the architecture of Bluetooth.

Unit - I: 

Introduction:

Data Communication, components, data representation, data flow; Networks: distributed processing, network criteria, physical structures, network models, categories of network, inter connection of networks; The Internet: brief history, internet today, Protocols &standard layers: protocols, standards, standard organization, internet standards, Layered Tasks: sender, receiver, carrier, hierarchy.

The OSI models: layered architecture, peer to peer process, encapsulation, Layers in OSI model: physical layer, data link layer, Network layer, transport layer, session layer , presentation layer , application layer , TCP/IP protocol suite: physical and data link layers, network layer, transport layer, application layer, Addressing: physical address, logical address, port address, specific address.

Unit-II: 

Physical layer and overview of PL Switching:
Multiplexing: frequency division multiplexing, wave length division multiplexing, synchronous time division multiplexing, statistical time division multiplexing, introduction to switching: Circuit Switched Networks, Datagram Networks, Virtual Circuit Networks. 

Unit -III: 

Data Link Layer and Protocols: 

Framing: fixed size framing, variable size framing,Flow control, Error control ,Error detections Error correction: block coding, linear block codes, cyclic codes: cyclic redundancy check, hard ware implementation, polynomials, cyclic code analysis, advantages, Checksum: idea, one’s complement internet check sum, services provided to Network Layer, elementary Data link Layer protocols- Unrestricted Simplex protocol, Simplex Stop-and-Wait Protocol, Simplex protocol for Noisy Channel. Sliding Window Protocol: One bit, Go back N, Selective Repeat-Stop and wait protocol , data link layer HDLC: configuration and transfer modes, frames, control field, point to point protocol( PPP): framing, transition phase, multi plexing, multi link PPP.

Unit -IV: 

Random Access and IEEE Standards:

Random Access: ALOHA, carrier sense multiple access (CSMA), carrier sense multiple access with collision detection, carrier sense multiple access with collision avoidance, Controlled Access: Reservation, Polling, Token Passing, Channelization: frequency division multiple access (FDMA),time division multiple access(TDMA), code division multiple access(CDMA).

IEEE Standards and Other Networks: data link layer, physical layer, Manchester encoding, Standard Ethernet: MAC Sub Layer, physical layer, Fast Ethernet: MAC Sub Layer, physical layer, IEE-802.11: Architecture, MAC sub layer, addressing mechanism, frame structure.

Unit-V: 

Data Link Layer Switching and other Networks: 

Bridges, Local internet working Spanning tree bridges, remote bridges, switch virtual LANs.

Blue tooth: Architecture, blue tooth layers, Protocol stack, Frame structure, cellur Telephony-frequency reuse Transmitting, receiving, roaming, Satellite Networks –GEO, LEO,MEO satellite.

TEXT BOOKS:

1) Data communications and networking 4th edtion Behrouz A Fourzan, TMH

2) Computer networks 4th editon Andrew S Tanenbaum, Pearson

3) Computer networks, Mayank Dave, CENGAGE

REFERENCE BOOKS:

1. http://nptel.iitm.ac.in/courses/Webcoursecontents/ IIT%20Kharagpur/Computer%20networks
    /New_index1.html

2. Computer networks, A system Approach, 5th ed, Larry L Peterson and Bruce S Davie, Elsevier
B.Tech (Information Technology)
OBJECT ORIENTED ANALYSIS AND DESIGN
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OUTCOMES:

· Explain fundamental concepts of object-oriented analysis and design approach

· Describe Unified Modeling Language Notation

· Explain models for object-oriented system development

· Identify system development design patterns

· Create use case diagram to represent the scope of development problem domain

· Develop domain model, sequence diagram, activity diagram and state chart diagram based on   use case narrative

· Apply Unified Modeling Language Notation to object-oriented models

· Build up experience on adopting object-oriented approach as an alternative methodology for     system development

OBJECTIVES: 
· Describe the three pillars of object-orientation and explain the benefits of each.

· Create use case documents that capture requirements for a software system.

· Create class diagrams that model both the domain model and design model of a software   system.

· Create interaction diagrams that model the dynamic aspects of a software system.

· Explain the facets of the Unified Process approach to designing and building a software    system..

· Develop a working understanding of formal object-oriented analysis and design processes, 

· Develop an appreciation for and understanding of the risks inherent to large-scale software development, 

· Learn (through experience!) techniques, processes, and artifacts that can mitigate these risks

· Develop the skills to determine which processes and OOAD techniques should be applied to a given project, and 

· Develop an understanding of the application of OOAD practices from a software project management perspective

Unit 1: 
What is UML? The birth of UML MDA (Model-driven architecture) -The future of UML Why “unified”? UML Objects ,UML structure ,UML building blocks, UML common mechanisms, UML architecture, What is the Unified Process (UP)?, UP structure ,UP phases, The requirements workflow, Software requirements-Metamodel, Requirements workflow detail, The importance of requirements, Defining requirements , Finding requirements.

Use case modeling:

UP activity: Find actors and use cases, UP activity: Details a use case, Use case specification, Requirements tracing, When to apply use case modeling 

Advanced use case modeling 

Actor generalization, Use case generalization, “include”, “extend”, Hints and tips for writing use case.

Unit II:
 ANALYSIS


The analysis workflow: Analysis artifacts-metamodel, Analysis Workflow detail, analysis model: rules of thumb

Objects and classes
What are objects?, UML object notation, What are classes?, UML class notation, Scope Object construction, Object destruction .

Finding analysis classes
UP activity: Analyze a use case, What are analysis classes?, Finding classes, Creating a first – cut analysis model.
Relationships: What is relationship?, What is a link?, What is association?, What is a dependency?
Inheritance and polymorphism 
Generalization, Class inheritance, Polymorphism advanced generalization

Analysis packages
What is a package? , Packages and namespaces, nested packages, Package dependencies, Package generalization, Architectural analysis .

Unit III:
Use case Realization

UP activity: Analyze a use case, What are use case realizations?, Use case realization-elements, Interactions, Lifelines, Messages, Interaction diagrams, Sequence diagrams, Combined fragments  and operators, Communication diagrams.

Activity diagrams:

What are activity diagrams?, Activity diagrams and the UP, Activities ,Activity semantics Activity partitions , Action modes, Control nodes, Object nodes, Pins

Unit –IV:

The Design workflow:

Design artifacts, UP activity, Architectural design, Design classes. What are design classes? Well-formed design classes, Inheritance, Templates, Nested Classes.
Refining analysis relationships:

Design Relationships: Aggregation and Composition, Semantics of Aggregation and Composition, How to refine analysis relationships: One-to-One associations, Many-to-one associations, one-to-many associations.
Interfaces and Components:

Design a Subsystem:What is an interface? Provided and required interfaces, Interface realization vs. inheritance, Ports, Interface and component –based development. What is a component?

Component stereotypes; Subsystems; Finding interfaces, Designing with interfaces, Subsystem interactions, Timing diagrams.

Unit – V

Introduction to MVC architecture.

State machines: State machines, State machines diagrams, States, Transitions, Events,.

Advanced State machines: 

Composite states, Submachine states, submachine community.
Implementation:

Implementation workflow, Implementation artifacts – metamodel.

Deployment:

Architectural implementations, Deployment diagrams, Nodes, Artifacts.
TEXT BOOK:

· Jim Arlow, Ila Neustadl, “UML 2 and the Unified Process”, Practical Object Oriented Analysis and Design, 2nd Edition 2005, pearson Education.
REFERENCE BOOK:

· James Rumbaugh, Jacobson, Booch. “Unified Modeling Language Refernce Manual”, 
Pearson Education.
B.Tech (Information Technology)

DESIGN AND ANALYSIS OF ALGORITHMS

Credits : 3 
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___________________________________________________________________________________
COURSE OBJECTIVES:
Upon completion of this course, students will be able to do the following:

· Analyze the asymptotic performance of algorithms.

· Write rigorous correctness proofs for algorithms.

· Demonstrate a familiarity with major algorithms and data structures.

· Apply important algorithmic design paradigms and methods of analysis.

· Synthesize efficient algorithms in common engineering design situations.

COURSE OUTCOMES:
· To introduce the classic algorithms in various domains, and techniques for designing efficient algorithms.

·  To gain the ability to analyze worst-case running time of algorithms and understand fundamental algorithmic problems. 
· To familiarize with basic paradigms and data structures used to solve algorithmic problems.
· T o understanding of different classes of problems with reference to their computation difficulties 
· To enrich the students with  the recent developments in the area of algorithm design
UNIT I

Introduction: Algorithm,Psuedo code for expressing algorithms,Performance Analysis-Space complexity,Time complexity, Asymptotic Notation- Big oh notation, Omega notation, Theta notation and Little oh notation,Probabilistic analysis, Amortized analysis.

Disjoint Sets- disjoint set operations, union and find algorithms, connected components and biconnected components. Graph Algorithms with implementation issues; Depth-First Search and its applications, shortest-path and spanning tree problems.

UNIT II 

Divide and conquer: General method , applications-Binary search, Quick sort, Merge sort, Strassen’s matrix multiplication.

Greedy method: General method, applications-Job sequencing with dead lines, 0/1 knapsack problem, Minimum cost spanning trees, Single source shortest path problem.

UNIT III

Dynamic Programming: General method, applications-Matrix chain multiplication, Optimal binary search trees, 0/1 knapsack problem, All pairs shortest path problem,Travelling sales person problem, Reliability design.

UNIT IV 

Backtracking: General method, applications-n-queen problem, sum of subsets problem, graph coloring, Hamiltonian cycles. Traveling method - Traveling Salesperson problem. 

Algebraic simplification and transformation, the general method, evaluation and interpolation, the fast Fourier transform, modular arithmetic.

UNIT V

Branch and Bound: General method, applications - Travelling sales person problem, 0/1 knapsack problem- LC Branch and Bound solution, FIFO Branch and Bound solution.

NP-Hard and NP-Complete problems: Basic concepts, non deterministic algorithms, NP - Hard and NPComplete classes, Cook’s theorem.

TEXT BOOKS:

1. Fundamentals of Computer Algorithms, Ellis Horowitz,Satraj Sahni and Rajasekharam, Galgotia publications pvt. Ltd.

2. Algorithm Design: Foundations, Analysis and Internet examples, M.T.Goodrich and R.Tomassia,John wiley and sons.

REFERENCE BOOKS :

1. Introduction to Algorithms, secondedition,T.H.Cormen,C.E.Leiserson, R.L.Rivest,and C.Stein,PHI Pvt. Ltd./ Pearson Education

2. Introduction to Design and Analysis of Algorithms A strategic approach, R.C.T.Lee, S.S.Tseng, R.C.Chang and T.Tsai, Mc Graw Hill.

3. Data structures and Algorithm Analysis in C++, Allen Weiss, Second edition, Pearson education.

4. Design and Analysis of algorithms, Aho, Ullman and Hopcroft,Pearson education.

5. Algorithms – Richard Johnson baugh and Marcus Schaefer, Pearson Education

B.Tech (Information Technology)

DATA WAREHOUSING AND DATA MINING
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___________________________________________________________________________________
COURSE OBJECTIVES:

This course helps the students to understand the overall architecture of a data warehouse and techniques and methods for data gathering and data pre-processing using OLAP tools. The different data mining models and techniques will be discussed in this course.

COURSE OUTCOMES:

After successful completion of the course students will be able to:et exposure to types of data sets and similarity and dissimilarity measures

· Get exposure to Data warehouse and its architectures.

· Understand multi-dimensional data model like OLAP

· Understand the data pre-processing techniques aggregation, sampling, Feature Subset selection, dimensionality reduction, discretization and binarization

· Apply Data Mining to real world datasets.

· Interpret the Data Mining results.

· Analyze relationship among itemsets using techniques like Apriori and FP-growth.

· Understand classification algorithms like Decision tree, Bayesian, Neural networks etc.

· Understand classification algorithms like K-means, Hierarchical, DBSCAN etc.

· Extract knowledge using data mining techniques

UNIT – I

Introduction to Data Mining: What is data mining, motivating challenges, origins of data mining, data mining tasks, Types of Data-attributes and measurements, types of data sets, Data Quality (Tan)

Data Preprocessing, Measures of similarity and Dissimilarity: Basics, similarity and dissimilarity between simple attributes, dissimilarities between data objects, similarities between data objects, examples of proximity measures: similarity measures for binary data, Jaccard coefficient, Cosine similarity, Extended Jaccard coefficient, correlation, Exploring data: Data set, summary statistics (Tan).

UNIT – II

Data Warehouse and OLAP Technology: Data Warehouse, Multidimensional Data Model, Data Warehouse Architecture, Data Warehouse Implementation, From Data Warehousing to Data Mining (Han).

Concept Description - Characterization and Comparison: Data Generalization and Summarization-Based Characterization, Analytical Characterization: Analysis of Attribute Relevance, Mining Class Comparisons: Discriminating between Different Classes. (Han).

UNIT – III

Association analysis problem definition, Frequent item–set generation. The apriori principle, frequent item set generation in the Apriori algorithm, candidate generation and pruning, support counting (eluding support counting using a Hash tree), Rule generation compact representation of frequent item sets, FP–Growth algorithm (Tan)

UNIT – IV

Classification and Prediction: Issues Regarding Classification and Prediction, Classification by Decision Tree Induction, Bayesian Classification, Rule-Based Classification, Classification by Back propagation, Prediction, Accuracy and Error Measures, Evaluating the Accuracy of a Classifier or Predictor, Increasing the Accuracy (Han).

UNIT – V

Cluster Analysis: 

Overview- types of clustering basic K–means, K-means – additional issues, bisecting k-means k-means and different types of clusters, strengths and weaknesses, k-means as an optimization problem.

Agglomerative hierarchical clustering, basic agglomerative hierarchical clustering algorithm, specific techniques, DBSCAN: traditional density: center–based approach, strength and weaknesses (Tan)

TEXT BOOKS:

1. Introduction to Data Mining, Pang Ning Tan, Michael Steinbach, Vipin Kumar, Pearson (Tan).

2. Data Mining Concepts and Techniques, 3/e, Jiawei Han & Micheline Kamber, Elsevier (Han).

REFERENCE BOOKS:

1. Introduction to Data Mining with Case Studies, 2/e, GK Gupta, PHI

2.  Data Mining: Introductory and Advanced Topics, Dunham, Sridhar, Pearson Data Warehousing, Data Mining and OLAP, Alex Berson, Stephen Smith, TMH

B.Tech (Information Technology)

WEB TECHNOLOGIES
Credits: 3 
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Internal Marks: 30

III Year II Semester

___________________________________________________________________________________
COURSE OBJECTIVES: 
The main objectives of this course are

· Understanding the concept of web technologies.

· Creating web pages by using HTML

· Applying JavaScript validations  

· Understanding the use of XML in Advanced Web Technologies

· Understanding the importance of Java Beans in Architectures like MVC

· Creating interactive web pages by Using Servlets.

· Understanding the advantages of JSP over Servlets and MVC Architecture

· Understanding Database Connectivity 

COURSE OUTCOMES:  The above exercise shall make the students competent in the following ways and will be able to learn following parameters at the end of the course. 

· Able to build Web pages using HTML 

· Able to Validate the forms using JavaScript

· Able to applying styles to web pages

· Able to retrieve data from XML Files Using Parsers

· Able to develop the web applications by using MVC Architecture

· Students should be able to apply their computer science skills to the create a website with some understanding of the legal, security, commercial, marketing and other issues involved. 

· Recognize and understand ways of using different web technologies 

· Able to create Database Applications.
UNIT-I:
HTML Introduction, Common tags - Lists, Tables, images, forms, Frames; Cascading Style sheets; Introduction to Java Script, Events & Objects in Java Script, Dynamic HTML with Java Script 

UNIT-II:
XML: Document Type Definition, XML Schemas, Document Object Model, Presenting XML,

Using XML Processors: DOM and SAX

UNIT-III:
Installing the Java Software Development Kit, Tomcat Server & Testing Tomcat
Introduction to Servlets: Lifecycle of a Servlet, The Servlets API, The javax.servlet Package, Reading Servlets parameters, Reading Initialization parameters, The javax.servlet.http  package, Handling HttpRequest & Responses, Using Cookies & Session Tracking, Security Issues, 
Introduction to JSP: The Problem with Servlets, The Anatomy of a JSP Page, JSP Processing. JSP Application Design with MVC.

UNIT-IV:

JSP Application Development: Generating Dynamic Content, Using Scripting Elements, Implicit JSP Objects, Conditional Processing – Displaying Values Using an Expression to Set an Attribute, Declaring Variables and Methods Error Handling and Debugging Sharing Data Between JSP pages, Requests, and Users Passing Control and Date between Pages 

UNIT - V
Database Access: Database Programming using JDBC, Studying Javax.sql package, accessing a Database from a JSP Page, Application Specific Database Actions

TEXT BOOKS:

1. Web Programming, building internet applications, Chris Bates 2nd edition, WILEY Dreamtech 

2. The complete Reference Java 2 Fifth Edition by Patrick Naughton and Herbert Schildt. TMH (Chapters: 25) 

3. Java Server Pages –Hans Bergsten, SPD O’Reilly 

REFERENCE BOOKS:

1. Programming world wide web-Sebesta, Pearson

2. Internet and World Wide Web – How to program by Dietel and Nieto PHI/Pearson Education Asia.

3. An Introduction to web Design and Programming –Wang-Thomson

4. Web Applications Technologies Concepts-Knuckles,John Wiley

5. Programming world wide web-Sebesta, Pearson

B.Tech (Information Technology)
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( ELECTIVE - I)
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___________________________________________________________________________________
OBJECTIVES: 

• To produce highly competent computer scientists, knowledge and software specialists and systems analyst who are able to develop, maintain, and utilize intelligent systems in e-learning, e-commerce, tele-medicine, automation, and bio-technology industries.
• To produce leaders, critical thinkers and techno preneurs in artificial intelligence for the knowledge economy. 

OUTCOMES:
(1) Understand the history, development and various applications of artificial intelligence; 

(2) Familiarize with propositional and predicate logic and their roles in logic programming; 

(3) Learn the knowledge representation and reasoning techniques in rule-based systems, case-based systems, and model-based systems; 

(4) Appreciate how uncertainty is being tackled in the knowledge representation and reasoning process, in particular, techniques based on probability theory and possibility theory (fuzzy logic); 

(5) Master the skills and techniques in machine learning, such as decision tree induction, artificial neural networks, and genetic algorithm; 

UNIT I: 
INTRODUCTION TO ARTIFICIAL INTELLIGENCE: Introduction, history, intelligent systems, foundations of AI, applications, tic-tac-tie game playing, development of AI languages, current trends in AI.

PROBLEM SOLVING: state-space search and control strategies : Introduction, general problem solving, characteristics of problem, exhaustive searches, heuristic search techniques, iterative-deepening a*, constraint satisfaction.

UNIT II: 
LOGIC CONCEPTS: Introduction, propositional calculus, proportional logic, natural deduction system, axiomatic system, semantic tableau system in proportional logic, resolution refutation in proportional logic, predicate logic.


UNIT III:
 KNOWLEDGE REPRESENTATION: Introduction, approaches to knowledge representation, knowledge representation using semantic network, extended semantic networks for KR, knowledge representation using frames advanced knowledge representation techniques: 

UNIT IV: 
EXPERT SYSTEM AND APPLICATIONS: Introduction phases in building expert systems, expert system versus traditional systems, rule-based expert systems, truth maintenance systems. 

Uncertainty measure: probability theory: Introduction, probability theory, Bayesian belief networks, certainty factor theory, dempster - shafer theory

UNIT V: 
MACHINE LEARNING PARADIGMS: Introduction, machine learning systems, supervised and unsupervised learnings, inductive learning, deductive learning, clustering, support vector machines, case based reasoning and learning. Artificial neural networks: Introduction, artificial networks, single layer feed forward networks, multi layered forward networks, design issues of artificial neural networks

TEXT BOOKS:
1. Artificial Intelligence- Saroj Kaushik, CENGAGE Learning, 
2. Artificial intelligence, A modern Approach , 2nd ed, Stuart Russel, Peter Norvig, PEA 
3. Artificial Intelligence- Rich, Kevin Knight,Shiv Shankar B Nair, 3rd ed, TMH 
4. Introduction to Artificial Intelligence, Patterson, PHI 


REFERNCE BOOKS:
1. Atificial intelligence, structures and Strategies for Complex problem solving,-George.F.Lugar,5th ed, PEA 
2. Introduction to Artificial Intelligence, Ertel, Wolf Gang, Springer 
3. Artificial Intelligence, A new Synthesis, Nils J Nilsson, Elsevier 

B.Tech (Information Technology)
IMAGE PROCESSING

(ELECTIVE – I)
Credits: 3 
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OBJECTIVES: 
The objectives of this course are to:

·  Cover the basic theory and algorithms that are widely used in digital image processing
·  Expose students to current technologies and issues that are specific to image processing systems
·  Develop hands-on experience in using computers to process images
· Develop critical thinking about shortcomings of the state of the art in image processing

OUTCOMES:
· Know and understand the basics and fundamentals of digital signal and image processing, such as digitization, sampling, quantization, and 2D-transforms.
· Operate on images using the processing techniques of smoothing, sharpening, enhancing, reconstructing geometrical alterations, filtering, restoration, segmentation, features extraction, compression, encoding and color /multichannel. 
·  Manipulate images using the computer: reading, writing, printing, and operating on them. 
·  Apply and relate the basic imaging techniques to practical cases, such as, multimedia, videoconferencing, and pattern and object recognition, etc. 
·  Aware of the ethical and legal issues related to image processing, such as, copyright, security, privacy, pornography, electronic distribution etc. 
UNIT-I

DIGITAL IMAGE FUNDAMENTALS: Example of fields that use Digital Image Processing, fundamental Steps in Digital Image Processing, Components of an Image Processing System, Image Sampling and Quantization, Some basic relationships between Pixels.

UNIT-II

IMAGE ENHANCEMENT IN THE SPATIAL DOMAIN: Basic Gray Level Transformations. Histogram Processing, Enhancement Using Arithmetic/Logic Operations .Basics of Spatial Filtering. Smoothing Spatial Filters, sharpening Spatial Filters.

UNIT-III

IMAGE COMPRESSION: Need for Image Compression, Classification of  Redundancy in images, Fidelity Critera  ,Image Compression Models,  Error-Free Compression: Variable-Length Coding ,LZW coding. Bit-plane Coding, Lossless Predictive Coding.  Lossy Compression: Lossy Predictive coding, Transform coding.

UNIT-IV

MORPHOLOGICAL IMAGE PROCESSING: Preliminaries, Dilation and Erosion. Opening and Closing. The Hit-or-Miss Transformation, Some Basic Morphological Algorithms. Extensions to Gray-Scale Images

UNIT-V

IMAGE SEGMENTATION: Detection of Discontinuities: points, Lines, Edges, and Boundary Detection, Thresholding: Foundation. Basic Global Thresholding, Basic Adaptive Thresholding, Optimal, global And Adaptive Thresholding,Thresholding Based on several Variables, Region-Based Segmenattion: Basic formulation, Region Growing, Region Splitting and Merging.
TEXT BOOK:

1. Digital Image Processing, Rafeal C.Gonzalez, Richard E.Woods, Second Edition, Pearson

Education/PHI.
REFERENCES:
1. Image processing, Analysis, and Machine Vision, Milan Sonaka, Vaclav Hlavac and Roger Boyle, Second edition, Thomson Learning.

2. Introduction to Digital Image Processing with Mat lab, Alasdair Mc Andrew, Thomson course Technology.

3. Computer Vision and Image Processing, Adrian Low, Second edition, B.S.Publications.

4. Digital Image processing with Mat Lab, Rafeal C.Gonzalez,Ritchard E.Woods,Steven L.Eddins,Pearson Education.

5. Digital Image processing, William K.prat, Wily Third Edition.

6. Digital Image Processing and Analysis, B.chanda, D.Datta Majumder, Prentice Hall of India, 2003.

7. Digital Image Processing , S.Sridhar , Oxford Publications.
B.Tech (Information Technology)
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OBJECTIVES:

This course has specific objectives that are focused on these concepts:

• The scope of e-commerce in the realm of modern business.

• The technologies used to develop and deliver e-commerce applications.

• The marketing methods used in e-commerce.

• The legal and regulatory framework in which e-commerce must operate.

• The methods and metrics used to measure effectiveness of e-commerce activities.

OUTCOMES:

· Upon successful course completion, students should have an understanding of contemporary ecommerce concepts and terminology, and the processes and management decisions that are involved in launching, operating and managing business activity on the World Wide Web. Students will be introduced to the technology used in e-commerce, and become familiar with important business, legal and ethical issues.

· Given that almost any modern business will be involved with some aspect of e-commerce as a means of providing or obtaining goods and services, familiarity with e-commerce concepts will benefit all business students.

UNIT-I
Electronic Commerce-Frame work, anatomy of E-Commerce applications, E-Commerce
Consumer applications, E-Commerce organization applications. 

UNIT-II
Consumer Oriented Electronic commerce - Mercantile Process models. Electronic payment systems - Digital Token-Based, Smart Cards, Credit Cards, Risks in Electronic Payment systems.

UNIT-III
Inter Organizational Commerce - EDI, EDI Implementation, and Value added networks. Intra Organizational Commerce - work Flow, Automation Customization and internal
Commerce,SupplychainManagement.

UNIT-IV

Corporate Digital Library - Document Library, digital Document types, corporate Data
Warehouses. Advertising and Marketing - Information based marketing, Advertising on
Internet, on-line marketing process, market research.
UNIT-V

Consumer Search and Resource Discovery - Information search and Retrieval,
Commerce Catalogues, Information Filtering. Multimedia - key multimedia concepts, Digital Video and electronic Commerce, Desktop
video processings, Desktop video conferencing.

TEXT BOOKS:
1. Frontiers of electronic commerce – Kalakata, Whinston, Pearson.


REFERENCES:
1. E-Commerce fundamentals and applications Hendry Chan, Raymond Lee,Tharam Dillon, Ellizabeth Chang, John Wiley.
2. E-Commerce, S.Jaiswal – Galgotia.
3. E-Commerce, Efrain Turbon, Jae Lee, David King, H.Michael Chang.

B.Tech (Information Technology)
HUMAN COMPUTER INTERACTION
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Credits: 3 
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___________________________________________________________________________________
OBJECTIVES:

After completing this course students must be able to understand and make use of :

· The human components functions.

· The Computer components functions. .

·  The Interaction between the human and computer components.

·  Paradigms

·  Interaction design basics

·  HCI in the software process

·  Design rules

·  Implementation supports

·  Evaluation techniques

OUTCOMES:

After completing this course students must be able to demonstrate the knowledge and ability to:

· Explain the human components functions regarding interaction with computer

· Explain Computer components functions regarding interaction with human

· Demonstrate Understanding of Interaction between the human and computer

      components.

· Use Paradigms

· Implement Interaction design basics

· Use HCI in the software process

· Apply Design rules


UNIT- I
Importance of the user interface. Characteristics of graphical and web user interfaces, User Interface Design Process: Knowing the client, Understanding business function, Principles of good screen design.
 UNIT-II  
System Menus and Navigation Schemes, Kinds of windows, Device based controls, Screen based controls, Test and Messages.

 UNIT- III  
Feedback, Guidance and assistance. Internationalization and accessibility, graphics, icons and 

images, colours, Layout windows and pages.
 UNIT- IV
Interaction Design: Introduction, Goals, Usability, Conceptualization interaction:Problem space, Conceptual models, Interface metaphors, Interaction paradigms,Cognition: Conceptual frameworks for cognition. Collaboration and Communication: Social mechanism, Conceptual framework.
 UNIT- V
Affective aspects, Expressive interface, User frustration, Agents, Process of interaction design, Activities characteristics, Practical issues, Life cycle models, Design: Prototyping and construction, Prototyping, conceptual design, Physical design Evaluation: Introduction, Framework, Testing and modelling users: Kinds of tests ,Doing user testing, Experiments, Predictive models.
TEXT BOOKS:
1.      Wilbert O.Galitz, The Essential Guide to User Interface Design, Wiley Dreamtech     2002.
2.      Sharp, Rogers, Preece, Interaction Design, John Wiley, 2007.
3.      Andrew Sears, Julie A Jacko, Human, Computer Interaction Fundamentals, CRC Press, 2009.
4.      Dan R Oslen, Human, Computer Interaction, Cengage Learning, 2010.
B.Tech (Information Technology)
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PART A:
COMPUTER NETWORKS

OBJECTIVES:

· To provide students with a theoretical and practical base in computer networks issues.

· Student will be able purse his study in advanced networking courses.
· Prepare students for easy transfer from academia into practical life (i.e. summer traning, Coop, etc.)

OUTCOMES:

At the end of the course a student will:
· Ability to apply knowledge of mathematics, probability, and statistics to model and analyze some networking protocols.

· Ability to design, implement, and analyze simple computer networks.

· Ability to use techniques, skills, and modern networking tools necessary for engineering practice.
LIST OF EXPERIMENTS
1) Implement the data link layer framing methods such as character stuffing and bit stuffing

2) Implement on a data set of characters the three CRC polynomials- CRC 12,13,16 and CRC CCIP.
3) Implement Dijkstra’s algorithm to compute the shortest path through a graph.

4) Take an example subnet graph with weights indicating delay between nodes. Now obtain routing table art each node using Distance vector routing algorithm.

5) Take an example subnet of hosts. Obtain broadcast tree for it.

6) Using RSA algorithm, encrypt a text data and decrypt the same.

PART B:
CSAE TOOLS

OBJECTIVES
To highlight the importance of object-oriented analysis and design and its limitations.

· To show how we apply the process of object-oriented analysis and design to software development.

· To point out the importance and function of each UML model throughout the process of object-oriented analysis and design and explaining the notation of various elements in these models.

· To provide the necessary knowledge and skills in using object-oriented CASE tools.

 

OUTCOMES 

· Learn about the role and importance of object-oriented systems analysis methods and 
techniques.
· Understand design issues and application development strategies applicable to business 
application development.
· Design, build and test basic and intermediate applications.
· Design build and test applications that link user interfaces, application components and 
database systems.
· Identify and explain the principles of object oriented analysis.
· Design applications using the iterative life cycle models supported by OO.
· Apply the techniques of object oriented analysis using the core modeling
 concepts provided in the UML.
· Be able to design and code non-trivial programs using an object-oriented programming language such as Java.
· Demonstrate an in-depth knowledge of software engineering and object oriented programming techniques.
· Recognize and apply common design patterns and frameworks
LIST OF EXPERIMENTS
Students are divided into batches of 5 each and each batch has to draw the following diagrams using UML for an ATM system whose description is given below. 

UML diagrams to be developed are: 

1. Use Case Diagram. 

2. Class Diagram. 

3. Sequence Diagram. 

4. Collaboration Diagram. 

5. State Diagram 

6. Activity Diagram. 

7. Component Diagram 

8. Deployment Diagram. 

9. Test Design. 

Description for an ATM System 
The software to be designed will control a simulated automated teller machine (ATM) having a magnetic stripe reader for reading an ATM card, a customer console (keyboard and display) for interaction with the customer, a slot for depositing envelopes, a dispenser for cash (in multiples of Rs. 100, Rs. 500 and Rs. 1000), a printer for printing customer receipts, and a key-operated switch to allow an operator to start or stop the machine. The ATM will communicate with the bank's computer over an appropriate communication link. (The software on the latter is not part of the requirements for this problem.) 

The ATM will service one customer at a time. A customer will be required to insert an ATM card and enter a personal identification number (PIN) - both of which will be sent to the bank for validation as part of each transaction. The customer will then be able to perform one or more transactions. The card will be retained in the machine until the customer indicates that he/she desires no further transactions, at which point it will be returned - except as noted below. 

The ATM must be able to provide the following services to the customer: 

1. A customer must be able to make a cash withdrawal from any suitable account linked to the card, in multiples of Rs. 100 or Rs. 500 or Rs. 1000. Approval must be obtained from the bank before cash is dispensed. 

2. A customer must be able to make a deposit to any account linked to the card, consisting of cash and/or checks in an envelope. The customer will enter the amount of the deposit into the ATM, subject to manual verification when the envelope is removed from the machine by an operator. Approval must be obtained from the bank before physically accepting the envelope. 

3. A customer must be able to make a transfer of money between any two accounts linked to the card. 

4. A customer must be able to make a balance inquiry of any account linked to the card. 

5. A customer must be able to abort a transaction in progress by pressing the Cancel key instead of responding to a request from the machine. 

B.Tech (Information Technology)
WEB TECHNOLOGIES LAB

Credits: 3 
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___________________________________________________________________________________

OBJECTIVE :
The objective of this lab is to develop an ability to design and implement static and dynamic website

OUTCOMES: 
At the end of the course, students should be able to: 

• Design and implement dynamic websites with good aesthetic sense of designing and latest technical know-how's. 

• Have a Good grounding of Web Application Terminologies, Internet Tools, E – Commerce and other web services. 

WEEK-I

 Design the following static web pages required for an online book store web site.

1) HOME PAGE:

The static home page must contain three frames.

Top frame : Logo and the college name and links to Home page, Login page, Registration page,

Catalogue page and Cart page (the description of these pages will be given below).

Left frame : At least four links for navigation, which will display the catalogue of respective links.For e.g.: When you click the link “CSE” the catalogue for CSE Books should be

displayed in the Right frame.

Right frame: The pages to the links in the left frame must be loaded here. Initially this page contains description of the web site.
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WEEK-2

2) Login page
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3. REGISTRATION PAGE:

Create a “registration form “with the following fields

1) Name (Text field)

2) Password (password field)

3) E-mail id (text field)

4) Phone number (text field)

5) Sex (radio button)

6) Date of birth (3 select boxes)

7) Languages known (check boxes – English, Telugu, Hindi, Tamil)

8) Address (text area)

WEEK-3

4) CATOLOGUE PAGE:

The catalogue page should contain the details of all the books available in the web site in a table.

The details should contain the following:

1. Snap shot of Cover Page.

2. Author Name.

3. Publisher.

4. Price.

5. Add to cart button.
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WEEK – 4:
5. VALIDATIONS:

Write JavaScript to validate the following fields of the above registration page.

1. Name (Name should contains alphabets and the length should not be less than 6

characters).

2. Password (Password should not be less than 6 characters length).

3. E-mail id (should not contain any invalid and must follow the standard pattern

name@domain.com)

4. Phone number (Phone number should contain 10 digits only).

Note : You can also validate the login page with these parameters.

6. CSS 

Design a web page using CSS (Cascading Style Sheets) which includes the following:

1) Use different font, styles:

In the style definition you define how each selector should work (font, color etc.).

Then, in the body of your pages, you refer to these selectors to activate the styles

WEEK - 5: 

7. Write an XML file which will display the Book information which includes the following:

1) Title of the book

2) Author Name

3) ISBN number

4) Publisher name

5) Edition

6) Price

Write a Document Type Definition (DTD) to validate the above XML file.

WEEK-6

8.  1)Install TOMCAT web server and APACHE.While installation assign port number 4040 to TOMCAT and 8080 to APACHE. Make sure that these ports are available i.e., no other process is using this port.

2) Access the above developed static web pages for books web site, using these servers by putting the web pages developed in experiment-1 and experiment-2 in the document root.Access the pages by using the urls : http://localhost:4040/online/books.html (for tomcat) http://localhost:8080/books.html (for Apache)

9.Write  program to read parameters from web.xml

WEEK-7

10.Write a  program using cookie management

WEEK-8

11.write  program  to illustrate HttpSession 

WEEK-9

12. Create tables in the database which contain the details of items (books in our case like Book

name , Price, Quantity, Amount ) of each category. Modify your catalogue page in such a way that you should connect to the database and extract data from the tables and display them in the catalogue page using JDBC.
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